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Abstract--Speech based emotion recognition has its utility in the real world applications. Gaussian Mixture Model (GMM) 

is used to achieve it. This model is used to train dataset required for the task and suitable for recognizing speech based 

emotions. GMM makes use of Exception Maximization (EM) algorithm for estimation maximum likelihood of parameters. 

Based on the GMM model, conditional probabilities are computed for data points which are not known priori. To extract 

emotional features from the speech Mel Frequency Cepstral Coefficients (MFCCs) method is used. The parameters used for 

this include vocal tract functions, spectra and pitch formants. In this paper we build a prototype application to demonstrate 

the concept of speech based emotion recognition. The empirical results revealed that the proposed application is effective.  

 

Index Terms – Emotion recognition, GMM, MFCCs, EM 
 

I. INTRODUCTION 

Emotion recognition in speech can be used in various 

applications as they have utility. Essentially it is used to 

identify the physical state of human being who produces 

emotional speech [1]. Among the signals speech is the 

complex thing that has emotions that can be interpreted to 

know human behavior. Vocal tract system is excited in order 

to produce speech. Emotion of human being represents the 

mental state of the human being. The emotions are of many 

types. They include disgust, fear, anger, compassion, 

surprise, sarcastic, happy and so on. The emotions are 

extracted from the source and vocal tract points in order to 

achieve speech tasks. Recognition needs certain systematic 

steps in order to make it useful in applications[2]. From 

speech source of excitation is obtained which is attributed to 

the suppression of vocal tract (VT)[3] and its characteristics.  

 

First of all, filter coefficients are used in order to predict VT 

information. Then inverse filter is used to produce signal 

that is known as linear prediction residual. The result 

contains excitation source. The LP residual [4] is used to 

derive features which are known as source features of 

excitation sources. Higher order correlations are found in LP 

residual which helps in LP analysis. The higher order 

correlations can be obtained using features like glottal pulse, 

velocity waveform, and strength of excitation and so on. The 

information such as excitation source contains many flavors 

of speech such as emotion, language, speaker, and message. 

These can be used in order to recognize emotions of human  

 
 

beings successfully [5]. For vowel and speaker recognition 

LP residual energy is sued. LP residual signal is also used to 

derive Cepstral features which can be used for the purpose 

of emotion recognition [6]. The combination of LP residual 

cestrum and LP residual features are used to minimize error 

rate in recognition. Hilbert envelope is used to process LP 

residual signals[7], [8]. There are many applications which 

can benefit from emotion recognition in speeches.  

 Human machine interaction can be improved.  

 Call centers can use it to analyze behavior of 

customers for serving them better or to create strategies to 

improve business.  

 Interactive applications such as E-touring, 

storytelling and movie can be built using this for better 

understanding.  

 Conversation between criminals can be intercepted 

in order to make use of it in legal applications.  

 Conversation with robotic animals can help to 

achieve realistic results.  

 In aircrafts it can be used for better performance.  

 

In this paper we built a prototype application that 

demonstrates the proof of concept. Empirical results 

revealed that the application is very useful. The remainder of 

the paper is structured as follows. Section II provides review 

of literature. Section III describes the proposed system. 

Section IV presents experimental results while the section V 

concludes the paper.  
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II. PRILIMINARIES 

This section provides required details before going to 

proposed emotion recognition system. It throws light into 

GMM, MFCC and EM methods in some detail.  

Gaussian Mixture Model (GMM) 

GMM is a model which is widely used to built emotion 

recognition systems that interpret emotions in human 

speech. This model is best used to capture the data point 

distribution from the given feature space. With this features 

GMMs are made suitable for captutuing human emotions 

from speech[9] and [10]. This model can support spectral 

features which will help in making well informed decisions 

while recognizing emotions. GMM is one of the most 

matured methods that can interpret statistics in best way. 

They are used for estimation of density using probability 

density function of data points that have been observed. 

Given a set of inputs, the GMMs compute distribution 

weights using an algorithm known as expectation 

maximization[11] and [12]. After generating model it is 

possible to extract patterns from the data that can eventually 

be recognized as an emotion such as natural, sad, anger or 

happy.  
 

Mel Frequency Cepstral Coefficients (MFCCs) 

Mel Frequency Cepstral Coefficients is one of the 

techniques used to recognize speech and speaker 

automatically. In 1980’s it was introduced by Davis and 

Mermelstein that have been widely used for speaker 

recognition. In fact it is one of the state-of-the-art techniques 

available. Before this model came into existence, LPCs 

(Linear Prediction Coefficients) and LPCCs (Linear 

Prediction Cepstral Coefficients) were used as features for 

recognizing human speeches.  
 
Expectation Maximization 

It is a widely used algorithm used to obtain maximum 

likelihood estimation of given parameters. It is used with 

statistical data to make certain models which depend on 

hidden variables that have not been observed. It is basically 

an iterative model that has an expectation step and a 

maximization step. The expectation step is used to create a 

function obtaining likelihood values and evaluate them. The 

latter step is used for parameter maximization. This will help 

in finding the distribution of hidden values in the data. This 

it can be used in various applications including speech 

recognition.  
 

III. PROOPSED EMOTION RECOGNITION 

SYSTEM 

We propose a general framework that can be used to 

recognize emotions. The framework takes speech of human 

beings as input and generates output in the form of emotion 

recognition. The resultant emotions include disgust, fear, 

anger, compassion, surprise, sarcastic, happy and so on. 

 

Fig. 1 – Block diagram for emotion recognition 

As can be seen in figure 1, the system takes speech as input 

and extracts features available. As discussed earlier, it 

chooses the features that are required by the system. Then a 

classifier is applied which classifies the features in order to 

recognize the emotions. Towards practical implementation 

GMMs are used. They are nothing but capture distribution of 

data points. They are best used in emotion recognition. They 

are statistically matured when compared to their counterparts 

for emotion recognition. Given the set of inputs, the GMMs 

make use of algorithm such as expectation maximization 

algorithm in order to refine weights of each distribution. 

Thus it generates a model that can be used further. The 

model contains test patterns. Only four emotions are 

considered for experiments. They include Neutral, Sad, 

Anger and Happy. The GMM model is used to achieve this 

as given in figure 2. 

 

Fig. 2 -  GMM models for four emotions 

The GMM models take test feature vector as input and 

process them. The results are sent to decision device which 

can recognize the emotion. The features required by the 

GMMs are generally extracted from prosodic, vocal tract 
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and excitation sources. However, in this paper we focused 

on spectral featured in order to recognize emotions. Block 

processing is generally used to obtain excitation features. 

Thus the speech signal is processed around 20 ms block by 

block. However this kind of processing has some drawback 

as it suffers from physical blocking speech signals. As it 

blindly processed entire signal, it is not suitable for optimal 

performance. For this reason in this paper we use different 

emption feature extraction process which is as shown in 

figure 3. 

 

 

Fig. 3 – Illustrates process of extraction of emotional 

features 
 

As can be viewed in figure 3, original speech signal is taken 

by the process and it is subjected to initial preprocessing. 

After preprocessing the speech segment is given to LP 

(Linear Productive) analysis which will produce emotional 

segment. In preprocessing amplitude is normalized and the 

gets rid of D.C. After this work, the sample is divided into 

frames of width 20msec. After wards excitation source 

features are extracted for further processing. The LP analysis 

is very useful for speech analysis. It can estimate basic 

speech estimation parameter. For obtaining LP residual the 

following equation is used. 

 

Here the current speech sample is represented by S(n). Order 

or prediction is represented by p. emption specific 

information is found in features such as higher order 

relations. Vocal tract information is taken from speech signal 

and then inverse filter is applied. The resultant signal is 

known as LP residual. Then the LP analysis is made in order 

to produce emotional segments.  

 

IV. EXPERIMENTAL RESUTLS 

Experiments are made by building a custom simulator 

application. The application takes human voices and 

recognizes emotions in the voice. The emotions considered 

are anger, happy, neutral and sadness. The environment used 

for building the application is a PC with 4 GB RAM, core 2 

dual processor running Windows 7 operating system. The 

classification performance and the experimental results are 

presented below. Male and female voices are collected in 

order to make experiments. The experimental results with 

respect to comparison of emotion recognition are presented 

in table 1. 

 
Table 1 – Experimental results 

As can be seen in figure the comparison of emotion 

recognition is given in the form of statistics. The results 

include closed test utterances and open test utterances. The 

results are visualized as shown in following figures.  

 

Fig. 4 - Multi-speaker contribution details 

As seen in figure 4 multiple speakers have contributed for 

experiments. The number of male speakers is 30 and the 

number of female speaker is 25. The amount of data 

collected from male speakers is 43 minutes while 13 minutes 

data is collected from female speakers. 

 

Fig. 4 – Results of closed test utterances 
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As can be seen in figure 4, it is evident that the four 

emotions are recorded for male and female voices. The 

horizontal axis represents voice samples of male, female and 

male plus female respectively with respect to closed test 

utterances. The vertical axis represents percentage of 

recognition.  
 

 

Fig. 5 – Results of closed test utterances 

As can be seen in figure 5, it is evident that the four 

emotions are recorded for male and female voices. The 

horizontal axis represents voice samples of male, female and 

male plus female respectively with respect to open test 

utterances. The vertical axis represents percentage of 

recognition.  
 

V. CONCLUSION 

In this paper we studied the utility of speech based emotion 

recognition and its advantages in the real world applications. 

The emotions present in speech can help to interpret human 

behaviors so as to make expert decisions. LP residual is not 

adequate in order to recognize emotions in speech. With LP 

residual it is not possible to build a sophisticated emotion 

recognition system that can be used in real world 

applications. However, it can be combined with the features 

such as prosodic and spectral in order to make it more robust 

and useful for emotion recognition. With this combination 

the performance is improved up to 60%. We built a 

prototype application that demonstrates the efficiency of the 

application. The empirical results revealed that the 

application is very useful.  
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