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Abstract: Internet is growing at a tremendous rate and with this rate of growth it's not possible to sustain with the IPv4 

and therefore the solely alternative is to adopt IPv6, the new internet protocol. Despite of numerous advantages that 

IPv6 offers over IPv4 the adoption rate of IPv6 by the users and is very slow. The main overhead involved with IPv6 

protocol is header overhead of 40 bytes, and this overhead is even more when we are using tunneling mechanism, 

where one header is encapsulated inside the other. This overhead may have an effect on the performance particularly 

over wireless links where resources are scarce. In this paper we want to improve the efficiency of tunneling mechanism 
over IPv6 networks by using Header Compression technique. Here we are compressing the IPv6 Header of the packet 

as IPv6 header is of largest length and the results are analyzed on the basis of different packet sizes, different 

parameters like throughput, jitter, end-to-end delay and packet delivery ratio are calculated. These results are the 

compared with uncompressed network. Simulations are carried out over Qualnet 5.1 Simulator. These results show that 

the using header compression over IPv6 tunneling mechanism performing better than uncompressed network. 
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I. INTRODUCTION 

This document is a template.  An electronic copy can be 

downloaded from the conference website.  For questions 

on paper guidelines, please contact the conference 
publications committee as indicated on the conference 

website.  Information about final paper submission is 

available from the conference website. 

 

IPv6 [1] is the successor internet protocol, which offers 

several benefits and advantages over IPv4 [2]. Instead the 

adoption of IPv6 by the people is very slow, <1% part of 

the world population is using IPv6. The reason behind 

slow adoption is that both the protocols are not compatible 

with each other. A host or a router which supports only 

IPv4 does not forward and IPv6 packet, similarly IPv4 
only hosts cannot communicate with IPv6 hosts & routers 

[3]. This incompatibility of the two protocols can break 

the internet connectivity which results in overall 

performance degradation.  
 

There is still lot of work to be done till every network is 

switched to IPv6. In fact the reality is that IPv4 will be 

there for a long time and there is a lack of IPv6 devices. 

Various transition techniques have been developed to 

assist the migration to IPv6 like Dual stack, Header 

Translation and Tunneling [4]. Dual stack deals with 

maintain both the protocol stacks IPv4 as well as IPv6 on 

the devices. Header Translation deals with translating the 

headers through CG NAT (Carrier Gateway Network 

Address Translator) device. Tunneling deals with 

encapsulating IPv6 packet inside an IPv4 packet. In this 
paper we are dealing with tunneling techniques to assist 

the migration towards IPv6 networks.  

 

1.1 Tunneling 

Tunneling can be defined as encapsulating an IP packet 

inside another IP packet, by forwarding the packet to its 
destination through intermediate networks that do not 

support the packets protocol [5]. If an IPv6 host wants to 

send a packet to IPv6 host, but the underlying network is 

based on IPv4, then tunneling comes into the play. Here 

IPv6 packet is encapsulated inside an IPv4 packet and is 

send across the network at the destination this IPv4 header 

is striped off and the IPv6 packet is delivered to the 

intended destination. Tunneling techniques are used in 

various contexts like security, mobility and transition 

purposes. However the use of tunneling comes with 

various disadvantages like header overhead, packet 
reordering, in efficient routing, and Quality of service. 

Header Compression techniques can be used to improve 

the efficiency of tunneling mechanism. Here in this paper 

we are using tunneling technique and Header Compression 

is applied over IPv6 header which results in better 

performance of the network. Figure 1 demonstrates the 

tunneling concept where an IPv6 packet is encapsulated 

inside an IPv4 packet.  

 
Figure 1: Tunneling 
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1.2 Header Compression   

Header Compression is the process for compressing the 

excess protocols headers before transmitting over a link 

and decompressing it at the other end of the link [6]. It is 

possible to compress the protocol headers due to the 

redundancy in header fields of the same packet as well as 
consecutive packets of the same packet stream. Header can 

be compressed because most of the information in a 

header remains static or vary in a specific order. The 

information in the header serves very useful purpose for 

delivering a packet from source to destination, but is of 

less importance from one hop to another [7]. So to 

improve the network performance header compression can 

be applied over the packet header and resources can be 

efficiently utilized. Resource utilization is a major issue in 

networks, especially over wireless links where there is 

always scarcity of resources. Moreover in mobile 
networks like UMTS resources vary due to radio 

conditions. Figure 2 shows the header compression over 

IP/UDP/RTP header.     

 
Figure 2: Header Compression over IP/UDP/RTP Header 

 

Various header compression schemes have been proposed 

from the past over the internet, table: 1 shows the different 

standards for header compression along with their features 

[8]. 
 

Table 1: Different standards for header compression 

 
 

1.3 Classification of Header fields 

Most of the information contained in the header is static or 

vary in a specific pattern, we can classify this information 
as STATIC, DYNAMIC, STATIC KNOWN and 

INFERRED [13]. Figure 3 specify this classification for 

IPv4 and IPv6 Headers. 

 

Static: Static fields remains unchanged during the lifetime 

of a header i.e. source and destination address. There is no 

need to sent static entries when we are sending 

compressed packets. They are only sent with 

uncompressed packets. 

 

Static Known: These are the fields which are constant in 
any packet header, i.e. Header length in IPv4 packet. 

Dynamic: These are the fields which change in a specified 

pattern or randomly. These fields are compressed 

efficiently, i.e. Identification field in IPv4 header.  

 

Inferred: These fields are never sent within a packet and 

they are inferred from the lower layers in the protocol 
stack, like Total length in IPv4 packet. 

 
Figure 3: IPv4/IPv6 Header Classification 

 

Rest of the paper is structured as follows: section II 

describes about the proposed methodology, section III 

describes about the Simulation parameters and scenario. 

Results are discussed in section IV, section V concludes 

the paper. 
 

II. PROPOSED METHODOLOGY 

In this paper we are compressing the IPv6 header of the 

packet as IPv6 header is of largest length of 40 bytes. At 

the sender side at network layer we have added a new 
parameter tunnel algo to use, this uses a binary value of 

either 0 or 1. If this value is 0 the normal tunneling 

mechanism is used, it this value is set to 1, our 

compression mechanism is used. Along with this 

parameter, we also have added a new value n , where n 

shows the number of uncompressed packets to send. Based 

upon the valve of n, we are sending uncompressed packets 

to the network with adding 2 extra bytes in the packets.  
 

This extra bytes are referred are Context Header, and this 

is used to establish the context between the edge routers. 

Doing this we are increasing the size of the header but we 

are adding this context header to only n number of 

uncompressed packets and then we are removing the IPv6 

header of the packet and adding only the Compressed 

Header and send it to the network. Figure 4 shows the 

format of Context Header. 

 
Figure 4: Context Header 

 

Where, Profile ID (P_ID) represents the different profiles 

and these profiles need to be decompressed according to 

the profile id specified. Currently the profile specified is 

IPv6 only profile.  
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Context ID (C_ID) represents the context on the basis of 

which we can identify different flows in router. 

Our proposed approach is shown in figure 5 

 
Figure 5: Proposed Approach 

 

Once n no of uncompressed packets are sent then only we 

are send the dynamic information and eliminating the IPv6 

Header. For sending the dynamic information we are 

adding a new header called compressed in the packet. 

Figure 6 shows the compressed header format. 

 
Figure 6: Compressed Header 

 

Where the fields Profile_ID and Context_ID are derived 
from the modified header and the remaining are the 

dynamic fields which are always sent along with the 

packet. Doing this we have compressed 40 bytes of IPv6 

header up to 6 bytes and here with increasing the overall 

efficiency of IPv6 Tunnels.    

   

At the receiver end, the router receives the IPv4 packet, 

discards the ipv4 header, and for n number of 

uncompressed packets, the edge router stores the static 

entries, and at (n+1)th packet it reads the value of p_id and 

c_id from the ipv6 packet, and on the basis of these 
entries, gets the static information for this packet and 

reconstructs the new IPv6 header, and add this new header 

to the packet, and based upon the destination address in 

the packet delivers the packet to the intended destination. 

 

III. SIMULATION TEST BED 

Simulation allows us to provide an environment for 

designing, creating and analyzing the performance of our 

protocol.  Variety of simulators is available like NS-2, NS-

3, Opnet, GNS 3, Exata/Cyber, Qualnet etc. In order to test 

the performance of our algorithm we have used Qualnet 
5.1 simulator [14]. Figure 7 shows the scenario of our 

network. This scenario depicts multihop scenario over 

hybrid network. Here the end users are using wired 

network where as the intermediate backbone routers are 

wireless. 

 
Figure 7: Scenario for Simulation 

 

Here in the scenario there are two IPv6 networks, and 
Router 3 and Router 5 are dual stack routers. The 

intermediate routers are IPv4 only routers and are all 

wireless routers. Here an IPv6 sender wants to send an 

IPv6 packet to an IPv6 destination but the backbone is 

based upon IPv4 network. Here a tunnel is created 

between router 3 and 5 to enable this communication. The 

following table-2 shows the simulation parameters for this 

scenario.  

 

Table 2: Simulation Parameters 

 
 

IV. RESULTS & DISCUSSIONS 

The Qualnet 5.1 Simulator is used to analyse the 

parametric performance of Compressed and 
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Uncompressed Network. The metric based analysis is 

shown form figure 8 to 11. The simulation is carried upon 

hybrid network where end users are wired networks and 

the backbone network is wireless. Here 4 Constant Bit rate 

(CBR) applications are used on varying packet sizes of 64, 

128, 256, 512, 1024, and 2048 bytes. Here comparison is 
done for compressed and uncompressed network.     

  

4.1 Throughput: Throughput is defined as the number of 

packets (bytes) received by the destination among the 

packets in a given time. The unit of throughput is bits/sec. 

Here we are analysing throughput for varying packet sizes. 

The formula for throughput is given as: 

 

Throughput (T) = 8*Total No. of Bytes Received/( time 

last packet sent - time first packet sent) 

 
Figure 8 depict the graph for throughput. Simulation 

results shows that when packet size is less i.e. the case of 

64 bytes we are getting no difference in the throughput of 

compressed and uncompressed networks being reason is 

that the size of packet is small so all the packets are 

delivered to the intended destination. However a 

significant improvement is observed when the packet sizes 

increases to 256,512 and 1024 bytes. Here throughput is 

better in case of uncompressed networks since more 

packets are delivering in case compressed network. When 

packet size is increased to 2048 bytes there is significant 

degradation in throughput as packet loss is more in this 
case but still we are  getting better results in case of 

uncompressed networks. 

 
Figure 8: Throughput Vs Packet Size 

 

4.2 End-to-End Delay: It is defined as the time elapsed 

between the packet sent from the source and is received by 

the destination node. It includes delays like queueing 

delay, processing delay, propagation delay, and 

transmission delay, and delay for route discovery. It is 

calculated in seconds. The formula for delay calculation is 
given as: 

 

Average end-to-end delay = (total of transmission delays 

of all received packets) / (number of packets received),  

where, transmission delay of a packet = (time packet 

received at server - time packet transmitted at client) , 

where the times are in seconds. 

Figure: 9 depict the graph for Average End-to-End Delay.  

Result shows that average end-to-end delay is almost 

negligible when packet size is 64 bytes. But as the packet 

size increases to 256, 512, 1024 and 2048 bytes delay 

increases but still we are experiencing less delay in case of 

uncompressed networks. As packet size increases delay 

increases because it takes time to send the complete packet 
from source to destination. 

 
Figure 9: Average End-to-End delay Vs Packet Size 

 

4.3 Average Jitter:  Jitter is the variation in arrival time 

between two consecutive packets.  It is observed by 

network congestion, a sudden network topology change or 

route changes. It is measured in seconds. The formula for 

Jitter calculation is given as:  

 
Average jitter = (total packet jitter for all received packets) 

/ (number of packets received - 1) 

where, packet jitter = (transmission delay of the current 

packet - transmission delay of the previous packet). 

Jitter can be calculated only if at least two packets have 

been received. 

 

Figure: 10 depict the graph for average jitter. Results show 

that jitter is almost negligible when packet is small, but it 

significantly increases as the packet size increases. Impact 

of packet size is directly proportional to jitter, as packet 
size increases, jitter increases. We are experiencing less 

delay in case of uncompressed network, as we are 

reducing the overall size of the packet.    

 
Figure 10: Average Jitter Vs Packet Size 
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4.4 Packet Delivery Ratio (PDR): It is the ratio of total 

number of packets received by the destination to the 

number of packets originated by the source. It specifies the 

packet loss rate, which limits the maximum throughput of 

the network. The formula for packet delivery ration is 

given as: 
 

PDR = (Total number of Packets Received / Total number 

of Packets Send) *100. 

 

Figure: 11 depicts the graph of Packet Delivery Ratio. 

From the graph it is clear that PDR is 100% for small 

packets, but as the packet size increases, Packet Delivery 

ratio declines. Because when the packet is small, no 

packets are dropped, but as packet size increases more 

packets are dropped, which affects the other parameters.  

 
Figure 11: Packet Delivery Ratio Vs Packet Size 

 

V. CONCLUSION 

In this paper we have proposed a new approach for 

compressing the IPv6 header of the packet. We are using 

this approach over IPv6 tunneling mechanism. We have 

compressed the 40 bytes of ipv6 header up to 6 bytes.  

Simulations show that using this approach we are getting 

better network deliverables in terms of throughput, 

average end-to-end delay, Jitter, and Packet delivery ratio. 

Currently we are simulating this in small scale networks 

with limited nodes, better results would be achieved when 

applied to large network. In future we want to test this 
protocol for large scale networks in real time scenario. 

Also we would like to test this profile over pure wired and 

wireless network.  
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