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Abstract: Text Processing is essential to organize data or to extract needful information from a heap of available Big 

Data. Sentence clustering is one of the processes used in Text mining task. Text document may contain Hierarchical 

structure which relate to more than one theme at a same time. Hence Hierarchical Fuzzy Clustering Algorithm can be 

used for clustering such text data. The paper presents a novel Hierarchical Fuzzy Relational Eigenvector Centrality-
based Clustering (HFRECC) Algorithm which is extension of FRECCA Algorithm. It solves the problems like 

complexity, sensitivity and changeability of clusters and is useful for natural language document (NLP) and operates in 

Expectation-Maximization Framework and is capable to identify overlapping clusters. The algorithm uses graph 

representation of data and works on relational data provided viz., data in pairwise similarities among data objects. 
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I. INTRODUCTION 

 

Clustering organizes the documents to improve browsing 

and information retrieval. Clustering sentence is important 
area of text processing and text mining which helps in 

knowledge discovery. Clustering, groups similar data 

objects together and helps to discover the hidden 

similarity, main concepts and summarizes a large amount 

of text into groups. Most of the documents contain inter-

related themes or terms and many sentences are inter-

related in some degree to these. In many Natural Language 

Processing (NLP) tasks Clustering algorithms are used. 

They are popular and effective to use and discover similar 

groups of linguistic objects. In generally clustering 

algorithms can be classified into two categories as hard 

clustering and soft (fuzzy) clustering. In hard clustering, 
each data element is included in a single cluster group. 

Perhaps in soft clustering, data elements belong to more 

than single cluster. The work here deals with the ability to 

capture such Fuzzy relationships and scope of sentence 

clustering to solve it. It also solves the problem of content 

overlapping. Clustering documents in Information 

Retrieval is achieved by many clustering algorithms, but 

clustering text at sentence level is efficiently performed 

using Fuzzy Algorithm. The assumption of measuring 

similarity within documents or sentences based on word 

co-occurrences lead to many of the sentence similarity 
measures. These measures are not sufficient to represent 

sentences in common metric space; hence the topic of 

interest is Fuzzy Relational Clustering, based on pairwise 

similarity on relational data inputs. The first Fuzzy 

clustering algorithm which proved to be successful is 

Relational Fuzzy c-Means (RFCM) Algorithm. It operates 

on relational input data which requires relation to be 

Euclidean.  

The paper represents use of a Fuzzy Relational Clustering 

Algorithm. The use of graph representation is done here to 

represent data objects in which nodes are used to represent  

 

 

objects and the weighted edges for denoting the similarity 

between objects. For each node cluster membership values 
are assigned which shows the degree to which object 

represented by that node belong to each respective clusters 

and the probability of object being generated by that 

component is shown by mixing coefficient. This can be 

achieved by application of PageRank to each cluster and 

computing the PageRank score of an object as likelihood 

in some of clusters. To determine the model parameters 

(i.e., mixing coefficient and membership values), the use 

of Expectation-Maximization (E-M) Framework is used. 

The result can be applied in any domain were the 

relationship between objects is expressed in terms of the 

pairwise similarity. 
The paper proposes the Hierarchical Fuzzy Relational 

Eigenvector-Centrality based Clustering Sentence Level 

Text (HFRECCS), an extension of FRECCA used for 

clustering of sentence level text. The paper is structured in 

following way. 

 

II.  RELATED WORK 

 

In sentence level text clustering [1], the common 

technique used is based on the statistical analysis of either 

word or phrase. Fuzzy relational clustering algorithm is 
used in text clustering since sentences may be related to 

more than a single theme. Fuzzy relational algorithm can 

deal with patterns belonging to more than one cluster. 

PageRank algorithm and Expectation-Maximization are 

used to measure graph centrality and to contract a 

complete fuzzy relational clustering algorithm. The 

algorithm is able to identify overlapping clusters hence 

used in various texts mining processing.  

The paper [2] proposed a statistical homogeneous attribute 

which is quantifying and implements clustering, 

SIMFINDER, which organizes minute pieces of text from 
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one or multiple documents into tight clusters. The 

approach implements linguistic features and complex 

clustering algorithm to construct sets of related sentences. 

Here homogeneous attributes is nothing but prediction 

based on shared words. The approach makes use of k-

Mediods clustering techniques identifying meaningless 

data arriving from unstructured text and identifies only 

high quality clusters. The vector space model in IR is 

successful, as it is able to identify much of the semantic 

content in document-level text. As the documents that are 

mostly semantically related and are likely to contain many 
words which are in common, which are based on word co-

occurrence as per the vector space model [3].This is valid 

only for document level text, the assumption can’t hold 

good for sentence level texts or short text fragments. 

Hence to solve this problem at sentence level, a number of 

sentence similarity measures are proposed [4]. 

The paper [5] proposed a novel measuring method which 

is applicable for sentence fragments and short sentences. 

Instead of traditional vector space model, this method 

calculates the similarity based on distance model. 

The paper [6] proposed a method that is performed in the 
correlation with related attribute measure space. In this 

they are shown into low-dimensional semantics. 

Clustering technique used here is spectral with Low 

computation cost. This method is applicable when the 

number of clusters is small. 

 

III.  PROBLEM STATEMENT 

 

Document clustering is well established and renowned but 

if one has to cluster sentence level text it may cause 

problem as sentence may contain words related to more 

than a single theme. The paper implements an application 
which is used to clustering sentence level text. The 

algorithm uses a graphical representation of data and 

works within a framework of Expectation-Maximization. 

HFRECCA is able to identify clusters which can overlap 

semantically. 

 

IV. PROPOSED SYSTEM 

 

The proposed Hierarchical Fuzzy Relational Clustering 

Algorithm can solve the problems of complexity, 

sensitivity and changeability of clusters. This algorithm is 
extended from FRECCA. The proposed system is based on 

FRECCA Algorithm. 

Input: User Query 

Output: Fuzzy Relation and related sentences 

The algorithm operates in an Expectation-Maximization 

framework and uses graph representation of data.  

Proposed architecture is designed considering following 

modules:  
 

A) PageRank 
B) EM algorithm 

C) FRECCA 

D) HFRECCA 
 

The detailed description of the modules of proposed 

system is as: 

A. Page Rank  

Page Rank is used as a graph centrality measure and used 

to determine the importance of a particular node within 

that graph. Importance of node is also used as a measure 

of centrality. The algorithm assigns numerical score from 

0 - 1 to every node in graph known as Page Rank Score. In 

graph node represents Sentence and weighted edges 

represent similarity value between sentences. To formulate 

the cluster and optimize the values of parameters 

PageRank can be used within the E-M Framework. 

 

B. E-M algorithm 

It tries to find the parameters of the probability distribution 

with maximum likelihood of data objects. It is an iterative 

method used to find maximum likelihood parameters of 

model. Parameter estimation is main role of this algorithm.  

The E-step involves the computation of cluster 

membership probabilities. The probabilities calculated 

from E-step are re-estimated with the parameters in M-

step. 

 

 
Fig. 1 Proposed System Architecture 

 

C. FRECCA 
Andrew Skabar and Khaled Abdalgader proposed a novel 

fuzzy relational clustering algorithm called FRECCA [1]. 

A fuzzy relational clustering approach is used to cluster 

sentence level text. The clustering helps to indicate the 

strength of the association among the data objects and 

partition the data items into the clusters. The data points 

represent the membership values assigned for each and 

every cluster. Many existing clustering technique has 

difficulties in handling extreme outliers data objects but 

fuzzy clustering algorithm can handle these outliers and  

give them very small membership degree in surrounding 

clusters. FRECCA operates in three steps as: 
 

Initialization: - : random initialization and normalization 

of cluster membership. Also the Mixing coefficient is 

initialized. 

Expectation: - Page Rank values get calculated. 

Maximization: - updating the mixing coefficients found 

in E step 



IJARCCE 
 ISSN (Online) 2278-1021 

  ISSN (Print) 2319 5940 

 
International Journal of Advanced Research in Computer and Communication Engineering 

        Vol. 5, Issue 6, June 2016  
 

Copyright to IJARCCE                                   DOI 10.17148/IJARCCE.2016.56138                                               631 

D. HFRECCA 

Hierarchical clustering is used to partition the data into 

number of groups. Each group has a data that is similar in 

some sense to other [7]. An expectation–maximization 

(EM) algorithm is a repetitive process which depends on 

unobserved hidden variables. In the EM, the expectation 

(E) step creates a function to compute the cluster 

membership probabilities and maximization (M) step, in 

which these probabilities are then used to re-estimate the 

parameters. These parameter-estimates are then used to 

figure out the distribution of hidden variables in E step. 
This algorithm is divisive algorithms and begins with just 

only one cluster and then the single cluster splits into two 

or more clusters that have higher dissimilarity. 

 

V. ALGORITHM 

 

The algorithm has the following steps. 

1. Initialization: random initialization and normalization of 

cluster membership. Also Mixing coefficient is initialized. 

2. Expectation: Page Rank values get calculated  

3. Maximization: updating the mixing coefficients found 
in E step 

 

 
Fig 2 FRECCA Algorithm 

VI. RESULT ANALYSIS 

 

Hierarchical fuzzy clustering is technique of cluster 

gathering. Each cluster is assigned with a membership 

value. The main drawback of FRECCA is time 

complexity. The work can be extended to cluster 

probabilistic data. The performance evaluation of the 

proposed HFRECCA clustering algorithm is based on 

certain performance metrics. The performance metrics 

used to measure results are Partition Entropy Coefficient 

(PE), Purity and Entropy, V-Measure, Rand Index and F-
Measure. 

 

 
Fig 3 Hierarchical clusters created 

 

This is how the hierarchy of clusters is being created after 

application of the proposed system.Also users can add 

Query if any data searched is unavailable.The admin can 

update the database so as to be able to make searchable the 

keyword. 

 

 
Fig 4 Comparison with ARCA 

 

After comparing with ARCA, it is found that the 

performance of HFRECCA is superior. The dataset used 

can be dynamic ally added and used as per user 

convenience. 

 

VII. CONCLUSION 

 
Sentence clustering is one of best clustering technique for 

relational data inputs. Effectiveness of the algorithm is 

based on feature selection and accuracy of input. The 

algorithm can apply to asymmetric matrices and is not 

sensitive to cluster membership value initialization. The 

proposed HFRECC algorithm can be applicable to any 
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type of input relational data. It is used to analyse 

hierarchical relation between sentences. It can identify the 

overlapping clusters. Future objective is to extend the idea 

of probabilistic based fuzzy relational clustering 

algorithm.  
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