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Abstract: This paper discusses about KNN algorithm and its various modified versions available in formerly done 

studies. Despite the simplicity of KNN algorithm there are a number of shortcomings in it i.e. high computational cost, 

large memory requirement, equal-weighted features and in last deciding  appropriate value of the input parameter k. 

Many researchers have proposed modified versions of KNN algorithm to overcome these shortcomings. In this study, 
we will analyze profoundly these variants of KNN algorithm and their performances. 
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I. INTRODUCTION 

 

The necessity of data mining techniques has emerged quite 

immensely nowadays due to massive increase in data. 

Data mining is the process of extracting patterns and 

mining knowledge from data [1]. The data mining is part 

of KDD process [2]. By KDD we mean Knowledge 

Discovery from Data. KDD is discovery of new 
automated, comprehensible patterns which have futuristic 

value. The applicability of data mining can be seen in 

many fields such as finance, sales, medicine, marketing, 

healthcare and insurance, banking [3],[4],[5]. Mining of 

knowledge from data can be carried out using data mining 

techniques such as classification, clustering, prediction, 

association rule, neural networks. Each data mining 

technique can be practised in specific areas. Classification 

is used for fraud detection, bank loan categorization etc. 

Clustering is used to group similar kind of objects. 

Prediction is used for predicting continuous valued class 
attribute. Association rule is used basically to find 

correlation between objects for example in market-basket 

analysis. Neural network is used in case of handwriting 

recognition, pattern recognition etc.  [6] discusses about 

these data mining techniques and their applications. 

Classification is a data mining technique which is used to 

build a model that can predict future trends. Classification 

is an example of supervised learning. It is so because the 

data set given as input is class labelled. There are two 

steps involved in the process of classification. The first 

step is to construct a classifier using training data set. This 
step is called learning step. The second step is the 

assessment of the built classifier. For executing the 

process of classification there are a number of algorithms 

such as decision tree induction, Bayesian classifiers, k-

nearest neighbour algorithm, classification using back-

propagation, rule-based classifiers, support vector 

machines (SVM) [7]. [8] projects a comparative study of 

these classification techniques.  Nearest Neighbour is the 

oldest and very simple technique used for classification.  
 

According to the nearest neighbour technique the 

classification of an unknown data tuple is accomplished by 
analysing the classes of its nearest neighbours. KNN 

algorithm employs this principle of nearest neighbour  

 

 

technique. But in case of KNN algorithm a fixed number 

of nearest neighbours are allowed to vote in the process of 

classification of an unknown data tuple which is identified 

by k, where k is a positive integer. When k=1 then the 

unknown data tuple is classified as the class of the training 

data tuple which is most nearest to it. KNN is a non-
parametric lazy learner [9]. Opposite to the parametric 

methods the shape of the classification model is not 

presumed in case of non-parametric methods. KNN is 

called lazy learning algorithm while rest of classification 

algorithms are called eager ones because it does not 

construct a classifier after getting training data tuples as 

normally done in first step of classification. Precisely 

speaking, there is no explicit training phase in KNN. It 

starts working only when it gets an unseen tuple for 

classification. Due to this working principle of KNN 

instance-based learner is another name of it. 
k-Nearest Neighbour algorithm is applicable in a number 

of fields such as  pattern recognition, text categorization, 

finance, agriculture, medicine etc. [10] discusses about 

how KNN can be used for prediction of economic events. 

KNN has been used for diagnosing heart disease [11]. [12] 

demonstrates how well KNN algorithm works in case of 

intrusion detection. KNN algorithm can be used for both 

classification and regression. In case of classification the 

class attribute is of categorical type while in regression it 

is a continuous variable. [13] has implemented KNN for 

regression to predict the prices of stock. KNN algorithm 
has been used for text categorization [14]. It used standard 

KNN algorithm for classification of documents. KNN 

algorithm has also been used for ranking documents. [15] 

has employed KNN for query dependent  ranking of 

documents. 
 

The favourable points associated with KNN are its 

simplicity, comprehensibility, scalability. It gives good 

accuracy which is comparable to the results given by the 

other methods used for classification. Also its robustness 

towards noisy data makes it a strong contender. But 

besides many favourable points it has some adversities 
also. The KNN algorithm needs one input parameter 

which is k. This parameter plays an important role to grab 
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good accuracy. But deciding the appropriate value of k is 

very tricky because the smaller value of k would result in 

high variance and large value of k would result in high 

bias [16]. And we know that to construct a good model we 

have to achieve equilibrium between variance and bias. 

The other thing is KNN’s lazy behaviour. It requires 

enough amount of memory so that all the training tuples 

can be stored. It becomes very problematic in case of large 

sized data sets. And last but not the least is its large cost of 

computation. The cost of computation rises because each 

time when an unknown tuple is to be classified we have to 
calculate its distance from all the training tuples in the data 

set to get k-nearest training tuples to it. So, the 

computation in KNN is well suited to be performed on 

parallel hardware. This would save time also. In this 

research paper we are going to study various other 

modified nearest neighbour algorithms, proposed in 

previously done studies, which tried to alleviate infirmities 

of the standard KNN algorithm 

 

II. K-NEAREST NEIGHBOURS ALGORITHM 

(KNN) 

 

Out of the various algorithms used for classification, the 

KNN is the most commonly used algorithm. KNN 

algorithm is very easy to implement and give fairly good 

results. Also KNN algorithm does not require any prior 

knowledge regarding data set for classification. It 

performs classification purely on similarity basis. As the 

name of algorithm indicates, for classification of a novel 

tuple it looks out for k nearest tuples to it. The procedure 

of classification in KNN starts with a data set. The data set 

is constituted of certain number of attributes that define a 

data set. The data set is divided into two sets: training set 
and test set. Training set is given as input to the algorithm 

while test set is used to calculate the accuracy of 

algorithm. The division of the data set can be done using 

various methods such as hold-out method, random 

sampling, cross validation etc. KNN classifies any new 

tuple by using training data tuples similar to it. Due to this 

KNN is also called local learner. There is no learning 

phase in KNN. It stores all the training tuples given to it as 

input without doing anything. All the computations are 

done at the time of classification of a test tuple. In KNN 

algorithm, the training tuples can be viewed as a set of 
data points in an n-dimensional space, where n dimensions 

are the set of n attributes describing the data set. When an 

unknown tuple comes for classification, we have to find 

out the k most nearest data points to it in the n-

dimensional space. To find the k most nearest data points 

to the unknown tuple various distance metrics are used for 

example Euclidean distance, Minkowski distance, 

Manhattan distance. The Euclidean distance between two 

data tuples X and Y is given below: 

  (xi − yi)
2

1≤i≤n                          (1) 

Manhattan distance between data tuples X and Y is 

computed as: 
  xi − yi 1≤i≤n                            (2) 

Minkowski distance between data tuples X and Y is 

computed as: 

( |xi − yi|
p

1≤i≤n )1/p                     (3) 

where p is a positive integer. 

The pseudo code for the KNN algorithm is given below: 

 

ALGORITHM I 

Input Parameters: Data set, k 

Output: Classified test tuples 

Step 1: Store all the training tuples. 

Step 2: For each unseen tuple which is to be classified 

A. Compute distance of it with all the training  

tuples using equation no. (1). 

B. Find the k nearest training tuples to the unseen 
tuple. 

C. Assign the class which is most common in the k 

nearest training tuples to the unseen tuple. 

            End for 

 

Before applying formula (1) to compute Euclidean 

distance, we have to normalize values of all the attributes 

of the data set. This would result in easy calculations. The 

normalization of all the values of an attribute is done in 

range [0, 1]. 1 would represent the highest value of the 

attribute and 0 representing the lowest one. Generally we 
use min-max normalization which is computed as: 

v′ =  (v - minA)/(maxA - minA)                  (4) 

Here value v of an attribute A is normalized in a new 

range [0, 1]. maxA, minA  are maximum and minimum 

values of the attribute A respectively. 
From the algorithm we can see that KNN would need two 

input parameters i.e. data set and k. The input parameter k 

will decide that how many nearest neighbours are to be 

undertaken in the process of classification. The class of the 

unseen tuple would be the majority class in the k-nearest 

neighbours to the unknown tuple. If the class attribute of 

the data set is real–valued then the average of the values of 

class attribute of k nearest training tuples would be 

assigned to the class attribute of unseen tuple. The 

prediction of real-valued class attribute is called 

regression. The simplest form of KNN is the nearest 
neighbour rule where the value of the input parameter k is 

taken as 1. In that case, the class of the most nearest 

training data point to unknown tuple is the class of the 

unknown tuple too. So in last we can conclude that there 

are number of factors that would be affecting the 

performance of KNN algorithm i.e. what should  be the 

value of k, which distance metric should be used, should 

all the attributes be equal weighted. 

 

III. VARIANTS OF KNN 

 

As discussed previously, there are many shortcomings 
associated with KNN algorithm. By making changes to the 

influencing factors the performance of KNN can be 

enhanced. There are many variants of KNN algorithm 

proposed in previously done studies which tried to 

overcome these shortcomings. Some of them are described 

in the subsequent part of this section. 

A. Locally Adaptive KNN 

[17] proposed an algorithm called Locally Adaptive k-

nearest neighbour algorithm. In standard KNN algorithm, 
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global value of input parameter k is used. But this 

proposed algorithm suggested using different values of the 

parameter k for different portions of input space. Each 

time for classification of a query, the value of k is 

determined via applying cross-validation in its local 

neighbourhood. 

 

B. Weight Adjusted KNN 

In standard KNN algorithm all the attributes have equal 

importance. All the attributes or features give equal 

contribution for classification of novel tuples. But not all 
the attributes in the data set are equally important. 

Therefore [18] has proposed a weight-adjusted KNN 

algorithm which first learns weights for different attributes 

and according to the weights assigned, each attribute 

would affect the process of classification that much only. 

 

C. Improved KNN for Text Categorization 

As we know how much the value of input parameter k 

influences the performance of KNN algorithm. So, it is 

very crucial to choose appropriate value of the parameter 

k. In general the classes are not evenly distributed in the 
data set. Therefore, using a fixed value of k for all the 

classes would result in bias towards the class which has 

larger number of tuples. [19] has suggested to use different 

values of k for different classes according to their class 

distribution. More number of tuples is used to classify a 

new tuple in a class which has large number of tuples. 

 

D. Adaptive KNN 

[20] proposed rather than using a fixed value of k, to use 

non-fixed number of nearest neighbours i.e. k. Large value 

of parameter k would also increase the computational cost 

and time in case of large data sets. To solve this problem it 
has applied three heuristics so that early break of the 

algorithm can be possible. These heuristics on fulfilment 

of a fixed condition would break out from the algorithm. 

This would save computational time of the algorithm. 

 

E. KNN with Shared Nearest Neighbours 

[21] proposed an another variant of KNN algorithm which 

uses shared nearest neighbours to classify documents. To 

find neighbours of a novel tuple, it uses BM25 similarity 

measure. A threshold is set, only that much number of 

nearest neighbours can vote for classification of an 
unknown tuple 

 

F. KNN with K-Means 

One of the shortcomings of KNN algorithm is its high 

computation complexity. [22] tried to alleviate this 

drawback by combining KNN algorithm with the 

clustering algorithm K-Means. In the proposed algorithm 

first the clusters of the different categories in training data 

set are formed. The centres of these newly formed clusters 

will now act as new training samples. To classify an 

unknown tuple the distance of it is computed with these 

new training tuples and with which the tuple has least 
distance it will be assigned to that class. The benefit of this 

variant of KNN is that there is no need of passing the input 

parameter k as we have to do in standard KNN. 

G. KNN with Mahalanobis Metric 

The performance of KNN algorithm largely depends on 

the distance metric which is used to find the distance 

between any two tuples. [23] introduces a new distance 

metric called Mahalanobis distance metric. It transforms 

the whole input space using linear transformation. In this 

transformed input space the Euclidean distance is same as 

Mahalanobis distance between any two data points. 

Euclidean distance is the distance between any two points 

whereas Mahalanobis distance is a distance between a 

point and a distribution. If the point represents the mean of 
the distribution then the Mahalanobis distance would be 

zero. The main benefit of taking Mahalanobis distance 

metric instead of Euclidean distance metric is that it also 

reckoned the correlation between data tuples [24]. 

 

H. Generalized KNN 

KNN algorithm is not only used for prediction of 

categorical class attributes but continuous-valued class 

attributes also. In the later case, the average of the values 

of the class attribute is assigned to the class attribute of the 

unknown tuple. [25] implemented KNN algorithm for 
prediction of a continuous-valued class attribute. 

 

I. Informative KNN 

[26] introduces a new measure called informativeness. 

This measure takes into account the fact that all the k 

nearest neighbours are not equally important. The 

algorithm would take two input parameters instead of one 

i.e. k and I. the value of I will decide that how many 

informative data tuples are to be considered for 

classification of an unknown tuple. The proposed 

algorithm first finds the k nearest data tuples to the test 

tuple and after that it computes informativeness of these k 
data tuples. The majority class of the I most informative 

data tuples would be the class of unknown data tuple. 

 

J. Bayesian KNN 

Bayesian classifier is one of the classification algorithms 

which give quite good accuracy. Rather than giving the 

class of test tuple as output, the Bayesian classifier give 

the membership of the tuple in the classes in form of 

probabilities. To increase the performance of KNN 

algorithm in ranking, a combination of Bayesian classifier 

and KNN is proposed in [27]. In the proposed algorithm, 
initially the k nearest neighbours to the test tuples is 

determined. After that these k data tuples are used to train 

the classifier. The classifier would give membership 

probabilities of the test tuple in the classes as result. These 

probabilities are used for ranking instances. 

 

K. SVM KNN 

Support Vector Machine (SVM) is a classification 

technique which can be employed on both linear and non-

linear data. [28] proposed a hybrid version of KNN with 

SVM for visual category recognition. In SVM-KNN 

algorithm, the k nearest neighbours to the unknown tuples 
is used to train SVM. For implementation of this hybrid 

algorithm, first the k nearest data tuples is determined. 

After that pair-wise distance among these k data tuples is 



IJARCCE 
 ISSN (Online) 2278-1021 

ISSN (Print) 2319 5940 

 
International Journal of Advanced Research in Computer and Communication Engineering 

        Vol. 5, Issue 5, May 2016 
 

Copyright to IJARCCE                                               DOI 10.17148/IJARCCE.2016.55101                                                     433 

computed. Kernel matrix is computed from this obtained 

distance matrix. This computed kernel matrix is given as 

input to SVM classifier. The output would be the class of 

unknown tuple. 

 

L. Some other Extensions for KNN 

[29] proposed extensions for KNN algorithm which are 

density-based KNN classifier, variable k KNN classifier, 

weighted KNN classifier, class-based KNN classifier, 

discernibility KNN classifier. Instead of just counting the 

number of neighbours the density-based KNN classifier 
takes into account one another factor i.e. density. The 

variable k KNN classifier selects different values of k for 

different training data sets. Weighted KNN classifier 

computes weights for all the features of data set. Class-

based KNN classifier selects different k for distinct classes 

depending on the number of tuples it contains. 

Discernibility KNN classifier uses the concept of 

discernibility which measures how the distinct classes of a 

data set are easily distinguished. 

 

IV. KNN WITH EVOLUTIONARY COMPUTATION 
 

Soft computing in integration with data mining techniques 

can be used for knowledge discovery in efficacious 

manner. Soft computing contrary to hard computing gives 

approximate solution to the problems for which there 

exists no exact mathematical model [30]. The principal 

components of soft computing include Neural Network, 

Fuzzy Logic, Rough Sets and Evolutionary Computing. 

These soft computing techniques include system structure 

and computational method [31]. The soft computing 

introduces the factor of optimization in data mining 

techniques when combined together. The impact and role 
of soft computing in data mining can be seen in 

[32],[33],[34],[35]. Now the question arises that why we 

need evolutionary computation to inculcate with data 

mining when there exists already a number of data mining 

techniques for knowledge discovery. The traditional data 

mining techniques are designed to give accurate results 

which in turn increase the computational cost. Also more 

time gets elapsed to produce the results. Because the result 

produced by these traditional data mining techniques is 

very sensitive to noise, these tend to produce an over fit 

model. The another problem with the traditional data 
mining techniques is that a priori knowledge is assumed 

by them regarding the data set if it is not available. 

Opposite to traditional data mining techniques, the 

evolutionary computing produces approximate results and 

is applicable to any field.  Additionally, it reduces the 

computation cost and the time elapsed for producing the 

results. Adding to the pros the evolutionary computing is 

noise insensitive. The attribute interaction in the 

evolutionary computing is better than that of conventional 

data mining techniques. Incorporating evolutionary 

computing with data mining techniques will dispose of the 

problems associated with data mining techniques. There 
are various data mining tasks which can be formulated as 

optimization problems such as classification, feature 

selection, clustering etc. There are two types of algorithms 

involved in evolutionary computing: evolutionary 

algorithms and metaheuristic algorithms. These algorithms 

are basically inspired by natural biological processes. Both 

of these algorithms can be desegregated with KNN 

algorithm to enhance its performance. Genetic algorithm 

and differential algorithm are two evolutionary algorithms. 

Ant colony optimization, particle swarm optimization, 

firefly algorithm, cuckoo search, tabu search are example 

of metaheuristic algorithms.  In previously done studies 

many researchers have combined KNN with evolutionary 

and metaheuristic algorithms to overcome its limitations. 
Some of the previously done studies are mentioned below: 

 

A. Fuzzy KNN 

The membership of a novel tuple assigned by the KNN 

algorithm is the crisp one. [36] proposed fuzzy version of 

KNN. Instead of giving crisp membership of the tuples it 

gives fuzzy membership. 

 

B. Fuzzy-Rough KNN 

This version of KNN combines fuzzy set and rough set 

theory. [37] proposed this variant of KNN. It computes the 
lower and upper approximations for each distinct class. 

The classification of unknown tuples is based on their 

membership to these approximations. 

 

C. KNN with Genetic Algorithm 

The main limitations of KNN are: its classification 

procedure solely dependent on the training data set, all the 

tuples are treated equally and the last one is its high 

complexity due to computation. [38] proposed a hybrid 

version of KNN with genetic algorithm. Instead of using a 

distance metric to find the k nearest training tuples to the 

test tuple, genetic algorithm is used to find k-nearest 
neighbors in the proposed algorithm. It has considerably 

improved the performance of KNN algorithm and also has 

reduced the computational cost to a large extent. 

 

Another variant of KNN indulging genetic algorithm in it 

is proposed in [39] for diagnosing heart disease. This 

combination was proposed to enhance the performance of 

KNN in diagnosis of heart disease. There may be 

irrelevant and redundant features present in the data set 

which may badly influence the results of KNN. In the 

proposed algorithm, the genetic algorithm is used to rank 
the attributes. The low ranked attributes are discarded 

from the process of classification before applying KNN. 

Then this pruned data set is used for classification of a 

novel tuple. Its classification is done as we normally do 

using standard KNN. 

 

D. KNN with Ant Colony Optimization(ACO) 

To get good results from KNN it is really important to 

select good features from the existing ones in the data set. 

The standard KNN algorithm takes all the features with 

same weight which can negatively affect the results. [40] 

combines multiple KNN classifiers for which features are 
selected using ACO algorithm. Each KNN classifier uses 

different combination of features. As the name indicates 

ACO algorithm is based on the behavior of ants. 
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E. KNN with Particle Swarm Optimization(PSO) 

PSO algorithm is based on how the swarms behave. There 

are two variants of KNN with PSO available in previous 

studies. The first one is given by [41] in which this 

combination is used for diagnosis of coronary artery 

disease. In this, the representatives of all the distinct 

classes in the data set are determined using PSO algorithm 

and after that the classification of novel tuples are done 

using KNN algorithm. This reduces the cost of 

computation considerably. The second one is given in 

[42]. Every feature in the data set is not equally important 
as mentioned before. So, this study proposed to use PSO 

algorithm to compute weights for all the features in the 

data set and then accordingly use those features for 

classification using KNN. 

 

F. KNN with Artificial Bee Colony Algorithm (ABC) 

Similar to PSO-KNN algorithm variants described just 

above ABC-KNN also has been implemented in two 

different manners. The first one is for assigning weights to 

the features of data set using ABC algorithm which is 

based on foraging behavior of honey bees. This one is 
proposed in [43]. And the second one is proposed in [44] 

for diagnosis of coronary artery disease using the same 

concept as done in case of PSO-KNN. It first computes the 

representatives of the distinct classes in the data set using 

ABC algorithm and after that the classification of 

unknown tuples is accomplished using standard KNN 

algorithm. Now, for classification the distance of the 

unknown tuple is needed to be computed with those 

representatives only. In the later one there is no need of 

passing input parameter k as we do in case of standard 

KNN algorithm. 

 

V. CONCLUSION 

 

After studying KNN algorithm thoroughly we witnessed 

that there are many limitations associated with it despite of 

a number of pros. Many researchers have employed their 

own perception to unriddle these limitations. On analyzing 

the studies cited above we came to know that each of the 

modified KNN algorithm give satisfactorily good results 

when compared to the results given by standard KNN. The 

proposed modified KNN algorithms can be broadly 

classified into two categories. The first category 
encompasses those variants of KNN that tried to improve 

the performance of KNN by making alterations to the 

result influencing factors for KNN i.e. deciding 

appropriate value of KNN, distance metric to be used to 

measure similarity between data tuples, weights assigned 

to the attributes of data set. The second category embraces 

all those hybrid versions of KNN that has infused 

evolutionary computing. None of these modified KNN 

algorithms succeeded in eradicating all the limitations of 

standard KNN. But the result of these modified KNN 

algorithms is considerably good. Locally adaptive KNN, 

Adaptive KNN, KNN with shared nearest neighbors 
ameliorate the results of KNN by using different 

methodologies to determine the value of k. The 

performance of KNN also relies on the type of distance 

metric used. Generally Euclidean distance metric is used 

in KNN but KNN with the two new proposed distance 

metrics i.e. Mahalanobis and informativeness have also 

performed substantially well. The weight adjusted KNN 

also give better accuracy to than that of standard KNN by 

assigning different weights to the attributes involved. 

KNN performs equally well in case of predicting 

continuous valued class attribute too.  
 

KNN when combined with evolutionary computing 

algorithms i.e. genetic algorithm, ant colony optimization 

(ACO), particle swarm optimization (PSO), artificial bee 

colony algorithm (ABC), give considerably good results. 

In studies cited above, genetic algorithm is used for 

feature selection and to determine k nearest data points to 

the unseen tuple. ACO and PSO metaheuristic algorithms 
have been used for extracting good features of data set for 

KNN whereas ABC algorithm is used for assigning 

weights to the attributes of data set according to their 

importance. So in the end we can conclude that the 

performance of standard KNN can be improved to a great 

extent by making modifications to it. 
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