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Abstract: Artificial neural networks attempt to mimic the basic operations of the brain. Information is pass between the 

neurons, and based upon the structure and synapse weights, a network behavior or output mapping is provided. 

Challenges in artificial neural network  are finding number of hidden layer and hidden neurons in respected layer, 

design of a network with more hidden layers, designing optimal network, finding minimal network structure in less 

time, determination of processing and storage resources in implementation of large and effective network. Among these 

challenges, finding number of hidden layers and hidden neurons in the respected layer is the core objective of this 

system. Multi layer neural network permit more complex, non linear relationship of input data to output results. Hidden 

layer is the intermediate unit between input and output unit used to calculate weighted sums of the inputs. The output 

result of the network is dependent on hidden layer result. In a network with a hidden layer and an output layer, the 

hidden layer is computed first and then the result of the hidden layer are used to compute the output layer.  
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I. INTRODUCTION 

 

Clustering is unsupervised and classification is supervised 

approach. Neural networks uses supervised approach 

hence it is vital to find number of neuron in hidden layer 
of artificial neural networks [1]. Multi layer neural 

network permit more complex, non linear relationship of 

input data to output results. Hidden layer is the 

intermediate unit between input and output unit. It is used 

to calculate weighted sums of the inputs. The output result 

of the network is dependent on hidden layer result. In a 

network with a hidden layer and an output layer, the 

hidden layer is computed first and then the result of the 

hidden layer are used to compute the output layer.  

 

II. RELATED WORK 
 

In [2] authors proposed a new method to determine the 

optimal architecture by using a pruning technique. Delta 

values are used to identify the irrelevant neurons in hidden 

layers. Small number of neurons in modified network 

exhibit superior generalization, which ultimately  increases 

the speed relative to the back propagation training. 

Generalization power of ANN is directly proportional to 

the Number of Hidden Layers in a network.General 

Approximation Theorem on Feedforward Networks 

proposed standard feed-forward neural networks with 

lesser single hidden layer and arbitrary bounded nonlinear 
activation functions. Generalized sigmodial function can 

be used as activation functions for a single hidden layer 

neural network to approximate any arbitrary mappings. On 

activation functions at an infinity conditions boundedness 

and unequal limits are sufficient conditions in [3].In [4] 

Optimization of Neural Networks Using Variable   

Structure Systems proposed a new blend training 

algorithm along with  error back propagation (EBP) and  

 

 

variable structure systems (VSSs).A new term based on 

the output of the hidden layer is added to the cost function 

as a consequence to make optimal use of hidden units 
related to weights corresponding to each unit in the hidden 

layer  to achieve the optimization of the number of 

neurons in the hidden layer. Main challenge in multilayer 

artificial neural networks is nothing but finding number of 

neurons in different number of hidden layer, there is no 

exact solution for optimization of multilayer ANN in 

hidden layer in [5]. In Finding the number of hidden 

neurons for an multilayer perceptron neural network using 

coarse to fine search technique by the number of neurons 

in the inputs and output layers are ascertained by the 

number of existing inputs and required outputs 
respectively. This approach uses binary search method for 

finding the number of hidden neurons with least mean 

squared error (MSE). In [5] author proposed K-means-

Greedy Algorithm (KGA) model that constitute the 

process of automatically finding the optimal number of 

neurons in the hidden layer. The premise is that a back 

propagation (BP) network which has this optimal number 

of neurons in its hidden layer. KGA model is effective in 

finding the optimal number of neurons for the hidden layer 

of a backpropogation network which is  used to perform 

prediction of a time series.  In [6] author proposed novel 

training algorithm for artificial neural networks that 
combines the gradient descent technique with variable 

structure systems approach. This combination is 

performed by conventional weight update rule in 

contiguous time and applications of sliding mode control 

method to the gradient based training procedure. This 

combination provides robustness with respect to unmolded 

multivariable internal dynamics of gradient descent. A key 

to construction of a network structural design of ANN. 
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Selection of optimal number of hidden layer and hidden 

node affects performance of neural network. For that 

purpose, it use Particle Swarm Optimization (PSO) 

algorithm, which is a straight forward and easy to 

implement but highly effective evolutionary algorithm 
[7].In [8] author proposed the correlation between the 

number of hidden layer and the performance of the back 

propagation neural networks. The selection of learning 

rate is also examined using the 3-layer BPNN and the 

same non-linear system. This paper verifies how the 

number of hidden layers affects the performance of a pack 

propagation neural network. The 3- layer BPNN is 

considered the best performer compared with other multi-

hidden layer BPNNs. A New Adaptive Merging and 

Growing Algorithm for Designing Neural Networks 

presented a new algorithm, called adaptive merging and 
growing algorithm (AMGA), which combine and add 

together hidden neurons during the training process of 

ANNs. This algorithm emphasis on autonomous 

functioning in the design process of ANNs. AMGA can 

design compact ANN architectures with good 

generalization as of algorithms in [9].A universal neural 

net with guaranteed convergence to zero system error 

invented a learning algorithm with guaranteed 

convergence to zero system error. This algorithm has high 

potential to converge fast. A mathematical proof of the 

guaranteed learning of the neural networks is presented, 

which provides high potential for fast learning in [10]. 
 

In [11] an algorithm that automatically design compact 

two hidden layered artificial neural networks proposed 

algorithm for automatic design of two hidden layered 

artificial neural networks, which is  also known as  

cascade neural network design algorithm (CNNDA), uses 

constructive approach to form network by addition of node 

one by one at a time. In order to improve the 

computational efficiency and convergence] CNNDA 

adopts an training process which temporarily freezes the 

input weights of a hidden node when the output of that 
node does not change much in the successive few 

iterations. In [12]effects of the sample size in artificial 

neural network classifier design Stated the effects of the 

sample size on reckon of the error rate of the artificial 

neural network classifiers. ANN classifier is used to fix 

the size of the network by stopping condition for learning. 

Stopping condition can be specified using number of steps 

(m). Usually m can be selected by ANN classifier using 

heuristic approach.Multilayer feed forward network is 

superior in artificial neural network. It uses back 

propagation method. A BPN network is method is 

efficient, reliable that yields the absolute optimal network 
in [13]. For optimal network training process must 

continuous until absolute minimum error is reached. 

Generally the number of neurons in the hidden layer of 

multilayer neural network is determined by trial and error 

method. Here 2 phase method is used to determine the 

number of neurons viz. candidate number of neurons is 

determined by error back propagation and optimal number 

of neurons is from generalization capacity. Using this 2 

phase method number of neurons are determined in short 

time and so this method is effective in [14].In [15] author 

proposed,  an iterative pruning algorithm for feedforward 

neural networks proposed a new pruning method is 

developed that is used to train larger network. The 
verification of this approach shows effectiveness of the 

proposed approach.In [16], Constructive algorithms for 

structure learning in feedforward neural networks for 

regression problems, in this survey paper, verification of 

constructive algorithm for structure learning in 

feedforword neural networks for regression problem is 

specified. This algorithm concentrates on search 

strategy.VSS is used to optimize parameter updating of 

neural networks, to control the dynamic model of the 

training process and to provide robustness and 

conventional way for learning process. For minimizing the 
cost function EBP is used. Proposed work is beneficiary as 

of improved robustness, guaranteed convergence and 

lower sensitivity to initial weights of the neural network. 

Four different procedures are used to fix network structure 

automatically viz. pruning, constructive, regularization & 

cross validations in [17].In [18] author proposed 

Optimization of one and two hidden layer neural network 

architectures for handwritten digit recognition that uses 

back propagation for training up to 1000 iterations.In [19] 

author proposed the Marquardt algorithm for nonlinear 

least squares and is incorporated into the back propagation 

algorithm for training feedforward neural networks. This 
work concerned with the speed of convergence of neural 

network. The Marquardt algorithm is effective than other 

techniques when the network contains no more than a few 

hundred weights. In First and Second-Order Methods for 

Learning: between Steepest Descent and Newton's Method  

[20], reviews of first- and second-order optimization 

methods for learning in feedforward neural networks are 

given in this paper. In [21] author uses incremental 

training procedure. In these paper different problems in 

neural network training are recognized viz. finding 

number of neurons, convergence and its speed.  Training 
procedure will lead to the solution is called as 

convergence. 

 

III. PROPOSED WORK 

 

Artificial neural network is nothing but computational 

models that are inspired by an animal's central nervous 

systems, these models are used to calculate or approximate 

unknown functions. Computational model is depending on 

a large number of inputs. eg. human brain. Artificial 

neural network is also known as "neural network" (NN). 

Artificial neuron is also called as node. 
 

ANN uses three types of parameters: 

1. The interconnection pattern between the different 

layers of neurons. 

2. The learning process for updating the weights of the 

interconnections. 

3. The activation function that converts a neuron's 

weighted input to its output activation. 
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Multi layer neural network permit more complex, non 

linear relationship of input data to output results. 

Multilayer neural network is made up of an input layer, an 

intermediate or hidden layer and an output layer. The input 

layer is fixed length vector containing user defined 
numbers. Hidden layer performs intermediate calculations 

that trained the network. This layer is used to calculate 

weighted sums of the inputs. Output layer represents the 

output containing fixed length vector of the numbers. The 

output result of the network is dependent on hidden layer 

result.  In a network with a hidden layer and an output 

layer, the hidden layer is computed first and then the result 

of the hidden layer are used to compute the output layer. 

More complex systems will have more layers of neurons 

with some having increased layers of input neurons and 

output neurons  
 

 
Figure 1. Multilayer network 

 
Here in figure 1, input layer nodes are u1 and u2, u3 and u4 

are hidden layer nodes and u5 is output layer node. In a 

neural network, each neuron has an activation function 

which specifies the output of a neuron to a given input. 

One of the activation function commonly used for neurons 

is the sigmoid function. This function looks like an S 

hence called as sigmoid function. 
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Figure 2. Sigmoid activation function. 

 

When one uses the neural network to learn the updating of 

the contributions depends on the steepness slope of the 

activation function. For adjusting connection weights 

learning rate is used. It determines how quickly the 

backpropogation algorithm converges toward a solution.  

Multi layer neural network permit more complex, non 

linear relationship of input data to output results. 

Multilayer neural network is made up of an input layer, an 

intermediate or hidden layer and an output layer. The input 

layer is fixed length vector containing user defined 
numbers. Hidden layer performs intermediate calculations 

that trained the network.  

 

This layer is used to calculate weighted sums of the inputs. 

Output layer represents the output containing fixed length 

vector of the numbers. The output result of the network is 

dependent on hidden layer result.  In a network with a 

hidden layer and an output layer, the hidden layer is 

obtained first and then the results of the hidden layer are 

used to compute the output layer. Exact number of 

neurons can be obtained using feedforword 
backpropogation algorithm. More complex systems will 

have more layers of neurons with input neurons and output 

neurons. Uniqueness of the proposed system is it will be 

efficiently finding the number of hidden neurons in more 

than four hidden layer. Neural network software is used 

to simulate research, develop and apply artificial neural 

networks. Microsoft visual studio, matlab, eclipse, netbean 

and jcrator are different tools used for the proposed 

system.  

 

IV.  APPLICATION 

 
Applications of the proposed system are same as of the 

neural networks. Mainly the proposed system will be more 

useful in rural areas of India to identify different diseases 

patients quickly like cancer, thyroid and diabetes patients. 

 

V. CONCLUSION AND FUTURE WORK 

 

Finding the number of neurons and hidden layer in a 

network is vital part.To the best of my knowledge there is 

no exact solution for finding optimal number of hidden 

layer and hidden neuron which is one of future concern. 
The proposed system will efficiently discover the number 

of hidden neurons in numerous hidden layers using 

optimal design of feed forward backpropogation neural 

network. Approach may be extended to Nemours hidden 

layers, for improving the performance in the network 

changes in weights of connections, learning rate and 

number of hidden layers required.  
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