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Abstract: Unimodal biometric systems that are based on utilising a single biometric trait often face limitations that 

influence their performances. In this paper, a proposed fusion system of three biometrics at the feature level based on 

Particle Swarm Optimization approach (PSO) is presented. A new multi objective fitness function for PSO has been used. 

This function has three main objectives, maximize the between-class scatter among the different classes, minimize the 

within-class scatter in the same class and improve the recognition rate of the system. Results shown how the optimized 

system fused at feature level can improve the recognition rate, reduce the number of features, reduce the total equal error 

rates and finally decrease the time consumed in recognition to the half.  
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I. INTRODUCTION 

Biometric identification provides authentication of a 

person based on unique characteristics produced by the 

individual. It has been developed based on various features, 

such as fingerprint, facial image, voice, hand geometry, 

handwriting, iris and retina. Unlike passwords and tokens, 

biometric traits cannot be lost, forgotten or manipulated. 

Biometric traits cannot be easily copied, shared, distributed 

or forgotten [1].  

These unimodal biometric systems are faced with a 

variety of problems, noise in sensed data, non universality, 

inter-class similarities, and spoof attacks. Multibiometrics 

are a relatively new approach to overcome these problems. 

Besides enhancing matching accuracy, the multibiometric 

systems have many advantages over traditional unibiometric 

systems. They address the issue of non-universality. It 

becomes increasingly difficult (if not impossible) for an 

impostor to spoof multiple biometric traits of an individual. 

A multibiometric system may also be viewed as a fault 

tolerant system [2]. 

A multibiometric system relies on the evidence presented 

by multiple sources of biometric information. Based on the 

nature of these sources, a multibiometric system can be 

classified into one of the following six categories [3]: 

 Multi-sensor systems: They employ multiple sensors 

to capture a single biometric trait of an individual. 

 Multi-algorithm systems: They invoke multiple 

feature extraction and/or matching algorithms on the 

same biometric data. 

 Multi-instance systems: These systems use multiple 

instances of the same body trait and have also been 

referred to as multi-unit systems in the literature. 

 Multi-sample systems: A single sensor may be used 

to acquire multiple samples of the same biometric 

trait in order to account the variations that can occur 

in the trait. 

 Multimodal systems: These systems establish 

identity based on the evidence of multiple biometric 

traits, e.g. fingerprint and iris. 

 Hybrid systems: The term hybrid is used to describe 

systems that integrate a subset of the five scenarios 

discussed above. 

Multibiometric systems are categorized into three system 

architectures according to the strategies used for information 

fusion [4]: 

 Fusion at the feature extraction level: the 

information extracted from the different sensors are 

encoded into a joint feature vector, which is then 

compared to an enrollment template (which itself is 

a joint feature vector stored in a database) and 

assigned a matching score as in a single biometric 

system. 

 Fusion at the matching score level: feature vectors 

are created independently for each sensor and then 

compared to the enrollment templates, which are 

stored separately for each biometric trait. Based on 

the proximity of feature vector and template, each 

subsystem now computes its own matching score. 

These individual scores are finally combined into a 
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total score, which is handed over to the decision 

module. 

 Fusion at the decision level: a separate 

authentication decision is made for each biometric 

trait. These decisions are then combined into a final 

vote.  

Fusion at the feature level is an understudied problem. 

Fusion at this level can be applied to the extracted features 

from the same modality or different multimodalities. Since 

the feature set contains richer information about the raw 

biometric data, integration at this level is expected to act 

better in comparison with fusion at the score level and 

decision level [3]. Moreover, Fusion at the feature level is a 

challenging task due to a variety of reasons. Most feature 

sets gathered from multiple modalities may be incompatible. 

Moreover, concatenating several feature vectors may lead to 

construct a relatively large feature vector. This definitely 

increases the computational and storage resources demands 

and eventually requires more complex classifier design to 

operate on the concatenated data set at the feature level 

space [5]. 

In this paper, a proposed multimodal biometric system 

has been proposed. The aim of this system is to reduce the 

dimension of the fusion feature space and thus reduce the 

time consumed in classification, through an appropriate 

selection procedure, while keeping the same level of 

performance. The binary particle swarm optimization (PSO) 

algorithm proposed in [6] is applied to perform feature 

selection. Certainly PSO based feature selection has been 

shown to be very efficient in optimizing the feature selection 

process in large scale application problems [7]. PSO also 

used in other fusion levels like matching score level. As 

mentioned in our previous work [8], The PSO is used to 

optimize the selection of score level combination rules, its 

corresponding parameters, and the decision threshold. 

The remainder of this paper is organized as follows: 

Section (II) describes the related works. Section (III) 

explores the unimodal systems used. Section (IV) introduces 

the proposed multimodal biometric system. Section (V) 

explains the feature selection using PSO. Section (VI) 

presents the experimental results and discussion. Finally the 

paper is concluded in section (VII). 

II. RELATED WORKS 

Raghavendra et al. [9] have presented an efficient feature 

level fusion scheme applied on face and palmprint images. 

The features for each modality were obtained using Log 

Gabor transform and concatenated to form a fused feature 

vector. Particle Swarm Optimization (PSO) approach was 

used to reduce the dimension of the vector. Two fitness 

functions were applied, one for verification process and 

other for the identification. Finally classification was 

performed on the projection space of the selected features 

using Kernel Direct Discriminant Analysis (KDDA). Results 

of the proposed feature fusion-PSO approach reduced the 

fused feature space dimension by a factor of 45% roughly. 

Lin and Hanqi [10] have proposed a feature fusion 

method for the integration of voice and face biometrics. The 

task of feature fusion is accomplished by employing PSO. 

The objective of fusion using PSO was to obtain the optimal 

weights for each feature. The integrated feature vector is 

then fed to Probability Neural Network (PNN) for 

classification. The test results revealed that integrating 

information through the proposed method achieved much 

better performance and maintained much more robust results 

in comparison with any of the single modal systems from 

which it was derived. 

Kaushik and Mohamed [11] have introduced a 

multimodal system for the integration of iris, face, and gait 

features based on the fusion at feature level. PSO is used to 

select the subset of informative features. This PSO-based 

dimensionality reduction method trimmed down the fused 

feature space dimension by a factor of 77% roughly while 

keeping same level of performance as that of the global 

system.  

Waheeda et al. [12] have developed a multimodal 

biometric system using iris and online signature biometrics 

at feature level fusion. A binary particle swarm optimization 

(BPSO) procedure was used to significantly reduce the 

dimensionality of features while keeping the same level of 

performance. The objective of the used fitness function was 

maximizing the class separation term indicated by the scatter 

index among the different classes. The results proved that 

the implementation of a BPSO algorithm reduced the 

number of features while keeping the same level of 

performance. 

III. UNIMODAL BIOMETRIC SYSTEMS 

In this section, the three unimodal biometric systems used 

in the proposed system will be explored. Each system is 

briefly explained. 

A. Iris Recognition System 

Iris recognition is considered to be the most accurate 

biometric technology when compared to other technologies 

commercially in use today. This is because the false match 

and false non-match errors are very small, which implies a 

very high accuracy [13].  
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Iris recognition system consists of three stages; the first 

stage is the iris analysis which involves iris localization and 

iris normalization. The second stage is the feature extraction 

and encoding. The last stage is the recognition stage which 

involves identification or verification. 

In this paper, Daugman's algorithm is used for performing 

iris localization which is based on applying an integro-

differential operator to find the iris and pupil contours [14]. 

Only significant features of the iris are extracted and 

encoded in order to generate the iris code for the matching 

process. In the proposed system, log-Gabor filter [15] [16] is 

used for extracting the features from the iris image. Finally, 

matching is performed using the calculated Hamming 

distance (HD) which is a measure of the number of different 

bits between the two iris codes [17]. 

B. Palmprint Recognition System 

Human beings are interested in the palm lines for fortune 

telling long time ago. The inner surface of the palm normally 

contains flexion creases, secondary creases and ridges. 

 

 
 

Fig. 2 A sample of palmprint image and the corresponding region of 

interest 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The flexion and secondary creases are also called 

principal lines and wrinkles, respectively. The flexion 

creases and the main creases are formed between the 3rd and 

5th months after conception and superficial lines appear 

after birth [18]. 

In the proposed palmprint recognition system a 

preprocessed image database is used, then log-Gabor filter is 

performed for extracting the features from the palmprint 

image and Hamming distance is calculated during the 

matching stage [19] [20]. 

C. Finger-Knuckle Print Recognition System 

Among various kinds of biometric identifiers, hand-based 

biometrics has been attracting considerable attention over 

recent years. Fingerprint, palm print, hand geometry, hand 

vein, and inner-knuckle-print have been proposed and well 

investigated in the literature. Recently, it has been found that 

the image pattern in the outer finger knuckle surface is 

highly unique and thus can serve as a distinctive biometric 

identifier [21]. 

In the proposed finger-knuckle identification system, a 

preprocessed image database is used then the features are 

extracted from the finger-knuckle image. Linear 

Discriminant Analysis (LDA) is performed to extract the 

only significant features from the finger-knuckle image. 

 
 

Fig. 3 A sample of Finger-Knuckle image and the corresponding region 

of interest 

 

Fig. 1  A sample of Iris image with the corresponding segmented one and the normalized image 
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In the proposed system, the LDA is used to both reducing 

the dimensionality of the feature vector and performing the 

classification algorithm. [22] [23]. 

IV. THE PROPOSED MULTIMODAL BIOMETRIC SYSTEM 

In this paper, a multimodal biometric system is proposed 

using different combinations of iris, palmprint and finger-

knuckle based on feature level fusion. Usually, the fused 

feature vector is large in terms of dimensionality and may 

contain irrelevant or redundant information. Moreover, large 

feature vector also increase the storage cost and the 

consumed time in classification. From this point, the feature 

selection gains its absolute necessity in reducing execution 

time and improving recognition accuracy.  

Figures 4 and 5 show the block diagrams of the two 

proposed scenarios for the optimized Feature level fusion 

using (PSO). 

In scheme 1, the features are extracted from each 

biometric iris, palmprint and finger-knuckle separately. The 

feature vectors then fused together. Finally the PSO was 

 
Fig. 4 The proposed optimized feature level fusion system using scheme 

1 

applied to the fused feature vector to select the most 

significant features. But as the fused feature values of 

vectors may exhibit significant variations both in their range 

and distribution, feature vector normalization is carried out. 

The objective behind feature normalization (also called 

range-normalization) is to modify the location (mean) and 

scale (variance) of the features values and to independently 

normalize each feature component to the range between 0 

and 1 [24]. 
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Si  is the vector to be normalized, and i is the no of classes 

µ and δ are the mean and the variance of the fused feature 

respectively. 

 
 
 

Fig. 5 The proposed optimized feature level fusion system using scheme 
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In scheme 2, the features are extracted from each 

biometric iris, palmprint and finger-knuckle separately. PSO 

then used to select optimized features from each biometric 

separately. The optimized feature vectors then normalized 

and fused together.    

V. FEATURE SELECTION USING PSO 

A. Particle Swarm Optimization (PSO) 

PSO is an evolutionary, stochastic, population-based 

optimization algorithm whose goal is to find a solution to an 

optimization problem in a search space. The PSO algorithm 

was developed by Kennedy and Eberhart in 1995 [25]. The 

main idea of PSO is inspired from the social behavior of 

organisms, such as birds in a flock. The PSO algorithm 

imitates the behavior of flying birds and their means of 

information exchange to solve optimization problems. Each 

particle (representing a bird in the flock), characterized by 

its position and velocity, represents the possible solution in 

search space. Behavior of the particles in the PSO imitates 

the way in which birds communicate with each other, while 

flying. During this communication, each bird reviews its 

new position in the space with respect to the best position it 

has covered so far. The birds in the flock also identify the 

bird that has reached the best position/environment. Upon 

knowing this information, others in the flock update their 

velocity (that depends on a bird’s local best position as well 

as the position of the best bird in the flock) and fly towards 

the best bird. The process of regular communication and 

updating the velocity repeats until reaching a favorable 

position. 

   In a similar manner, the particle in the PSO moves to a 

new position in the multidimensional solution space 

depending upon the particle’s best position (also referred to 

as local best position (Pak) and global best position (Pgk). The 

Pak and Pgk are updated after each iteration whenever a 

suitable solution is located by the particle (lower cost). The 

velocity vector of each particle represents/determines the 

forthcoming motion details. The velocity updates equation 

of a particle of the PSO, for instance (t+1), can be 

represented as follows [26]: 

𝑣𝑝𝑑
𝑛𝑒𝑤 =  𝜔 𝑣𝑝𝑑

𝑜𝑙𝑑 +  𝑐1 𝑟1 𝑝𝑏𝑒𝑠𝑡𝑝𝑑 −  𝑥𝑝𝑑
𝑜𝑙𝑑  +

 𝑐2𝑟2 𝑔𝑏𝑒𝑠𝑡𝑝𝑑 −  𝑥𝑝𝑑
𝑜𝑙𝑑                                  (2) 

 
Where  

ω is the inertia weight between 0-1 and provide a 

balance between global and local search abilities of 

the algorithm. The accelerator coefficients c1 and c2 

are positive constants, and r1 and r2 are two random 

numbers in 0-1 range. 

 The corresponding position vector is updated by: 

 

            𝑥𝑝𝑑
𝑛𝑒𝑤 = 𝑥𝑝𝑑

𝑜𝑙𝑑 + 𝑣𝑝𝑑
𝑛𝑒𝑤                               (3) 

 

Equation (2) indicates that the new velocity of a particle 

in each of its dimensions depends on the previous velocity 

and the distances from the previously observed best 

solutions (positions of the particle).  

B. Binary PSO 

PSO was initially developed for a space of continuous 

values and it consequently, faced several problems for 

spaces of discrete values. Kennedy and Eberhart [27] 

presented a discrete binary version of PSO method (BPSO) 

for discrete optimization problems. 

In BPSO, particles use binary string to represent thier 

position in form by Xp = {xp1,xp2,..., xpd} which is randomly 

generated. As each bit in the string represents a feature, 

value =1 means that the corresponding feature is selected 

while =0 means that it is not selected. The velocity of each 

particle is represented by Vp = {vp1,vp2,...,vpd} , where p is 

the number of particles, and d is the number of features of a 

given dataset. The initial velocities in particles are 

probabilities constrained to the interval [0.0–1.0]. Each 

particle is updated according to the following equations [27]: 

𝑆 (𝑣𝑝𝑑
𝑛𝑒𝑤 =  

1

1+𝑒
− 𝑣𝑝𝑑

𝑛𝑒𝑤 )                                     (4) 

 

𝑥𝑝𝑑
𝑛𝑒𝑤 =   

1     𝑖𝑓  𝑟 < 𝑆 𝑣𝑝𝑑
𝑛𝑒𝑤   

0                  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

           (5) 

 

Where 𝑣𝑝𝑑
𝑛𝑒𝑤  denotes the particle velocity obtained from 

equation 2, function 𝑆(𝑣𝑝𝑑
𝑛𝑒𝑤 ) is a sigmoid transformation, 

𝑥𝑝𝑑
𝑛𝑒𝑤   is the new particle position and r is a random number 

selected from a uniform distribution U (0, 1). 

C. Fitness function 

The PSO implementation relies on the appropriate 

formulation of the fitness function. In the proposed work, a 

multi objective fitness function has been used. The main 

objectives of the fitness function are  

 Maximize the between-class scatter among the 

different classes. 

 Minimize the within-class scatter in the same class. 

 Improve the recognition rate of the system. 

Suppose there are C classes, yi is the i
th

 vector, Mi the 

number of samples within class i , i = 1,2, ….. C. µi the mean 

vector of class I, and µ be the total mean vector of samples. 
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Within-class scatter matrix is represented by equation (6) 

          (6) 

 

Between--class scatter matrix is represented by equation 

(7) 

 

               (7) 

Where  

                                  
Finally, we compute a transformation that maximizes the 

between-class scatter while minimizing the within-class 

scatter and this is performed by: 

 

                                
Where det () is the determinant of the matrix. 

VI. EXPERIMENTAL RESULTS AND DISCCUSION 

Generally, the performance of any biometric recognition 

system is measured by False Acceptance Rate (FAR) and 

False Rejection Rate (FRR) or Genuine Acceptance Rate 

(GAR). The system should have a high GAR with a 

corrosponding low FAR, FRR and Total Error Rate (TER) 

[28]. 

FRR, FAR, GAR and TER are determined as follow: 

 

%100
tan

(%) X
testimposterofNo

numbersceaccepfalse
FAR 

  (8) 

 

%100(%) X
testclientofNo

numbersrejectionfalse
FRR 

      (9) 

(%)100(%) FRRGAR 
                          (10) 

 

(%)(%)(%) FARFRRTER 
                     (11)

 

Firstly, the results for each unibiomtric system will be 

presented, and then the results of fusion of two or three 

biometrics at feature level using PSO will be introduced. 

A. Unimodal  Experimental Results 

For iris images, CASIA iris Image Database is used [29], 

includes 2500 iris images from 250 eyes for each eye. 200 

persons have been selected, for each person 6 Iris images are 

used for training and 4 for testing. 

For palmprint images, PolyU palmprint database is used 

[30], contains 7752 grayscale images corresponding to 386 

different palms (10 samples for each hand). 200 persons 

have been selected, for each person we have 6 palmprint 

images for training and 4 for testing. 

For finger-knuckle images, database images introduced in 

[31] is used, collected from 600 volunteers (12 samples for 

each user). 200 persons have been selected, for each person 

6 finger-knuckle images for training and 4 for testing.  

Table I shows the results of iris, palmprint and finger-

knuckle recognition systems. It could be noticed that the 

TER is too much to be suitable for high security 

applications. 

B. Feature Level Fusion Experimental Results 

The goal of this experiment is to evaluate the system 

performance when using a unimodal biometric system 

versus a multimodal biometric system using feature fusion 

by the aid of PSO as an optimizer. 

As mentioned earlier, the first set of experiments (scheme 

1) is based on applying BPSO after fusing the features of the 

iris, palmprint and finger-knuckle. Whereas, the second 

feature fusion experiments (scheme 2) is based on applying 

BPSO on each biometric separately, then fused the feature 

vectors together. 

Table II shows the results of the classification rate 

including FAR, FRR, TER and GAR for the proposed 

multimodal biometric fusion approach by the aid of PSO as 

an optimizer (scheme 1), And the number of features before 

and after using PSO. It is clear that the performance of the 

proposed multimodal biometric system outperforms the 

unimodal systems and strongly reduces the TER, and the 

number of features to the half. The proposed system 

achieves significant results with best GAR 98.83 and TER 

1.16%. 

TABLE I 

UNIMODAL BIOMETRIC RECOGNITION RATE RESULTS 

 

 

Biometric Type 
No of 
Features 

GAR % FAR % FRR % TER % 

Iris 4800  97 7.14 3 10.14 

Palmprint 4096  96.76 0.00 3.24 3.24 

Finger_Knuckle 4096  85.50 0.00 14.50 14.50 
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TABLE II 

RECOGNITION RATES FOR PROPOSED MULTIMODAL SYSTEM USING PSO 

(SCHEME 1) 

 

TABLE III 
RECOGNITION RATES FOR PROPOSED MULTIMODAL SYSTEM USING PSO 

(SCHEME 2) 

 

 

Table III shows the result of the classification rate 

including FAR, FRR, TER and GAR for the proposed 

multimodal biometric fusion approach by the aid of PSO as 

an optimizer (scheme 2), and the number of features before 

and after using PSO. It is clear that the performance of the 

proposed multimodal biometric system outperforms the 

unimodal systems and strongly reduces the TER, and the 

number of features to the half. The proposed system 

achieves significant results with best GAR 98.58% and TER 

1.41%. 

From tables II and III, it’s clear that the results of scheme 

1 outperform that of scheme 2 in terms of recognition rates 

and total equal error rates. But scheme 2 achieves better 

results in only one case (palmprint_iris). This is because 

here the recognition rate and error basically depends on the 

rates of each biometric separately.  

TABLE IV 

ELAPSED TIME IN (SEC) FOR CLASSIFICATION PER SAMPLE 

Fusion without using  

PSO 

Fusion using PSO 

Iris_Knu

ckle  

Iris_pa

lm  

Palm_knu

ckle  

Iris_Knu

ckle  

Iris_pa

lm  

Palm_knu

ckle  

0.11441  0.1080  0.10054  0.0558  0.0514  0.0490  

 

 

Table IV show the time consuming in classification 

without and with using PSO optimization. It’s clear that the 

time consumed decreases to half as the features reduced by 

50%.  

VII. CONCLUSION 

In this paper, the problem of feature level fusion has been 

tackled in the context of multimodal biometrics. A new 

multimodal biometric recognition system is proposed using 

three modalities including iris, palmprint and finger-knuckle 

based on PSO approach. The main objective of this work is 

to prove that it could be possible to reduce the dimension of 

the fusion feature space and thus reduce the time consumed 

in classification, through an appropriate selection procedure, 

while keeping the same level of performance. 

PSO is used to optimize the selection of features based on 

a new multi objective fitness function. The experimental 

results show that we can obtain a considerable improvement 

in terms of recognition performance while reducing the 

number of features and decreasing the time consumed to 

half. The results show that the proposed multimodal 

biometric system outperforms the unimodal biometric 

systems using different biometric combinations. Moreover, 

the TER is strongly decreases to 1.16% at 98.83% 

recognition rate.  
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