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Abstract: Intrusion detection mainly focused on four major attack category such as denial of service, probe, user-to-

root, and remote-to-local. This paper focused on user-to-root attack, which the attacker tries to access normal user 

account and gains root access information of the system. The U2R attacks leads to several vulnerability such as sniffing 

password, a dictionary attack and social engineering attacks. This paper makes a comparative study analyses for U2R 

attacks based on several popular machine learning techniques such as navie bayes, random forest, J48, random tree, 

JRIP and Multilayer perceptron to achieve better accuracy and to reduce mean square error for individual attacks that 

belongs to user to root category. 
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I. INTRODUCTION 

 Intrusion detection system was mainly used for 

prevention of security. As every association is employing 

network communication, for transferring data using data 

packet within the network which is prone to intrusion or 

interference of the unauthorized user that violates the 

security of the network link established between two 

systems [1]. So for preventing this intrusion its detection is 

the highest priority. This is the extensively studied topic in 

computer research in recent years. The nature of the data 

packets or content of the data packets is studied to so as to 

classify the different type of packets, specially normal or 

non-intruded packet and intruded packet [2]. The 

Deployment of effective IDS systems is extremely 

challenging. For specific environment, there will be 

generation of thousands of alerts, with most of these alerts 

being incorrect and thus are false alerts. However, it is not 

obvious whether the alert is positive or negative until after 

they have been investigated thereby creating a large 

burden on the IT department. The four major attack 

categories are denial of service, probe, User to Root and 

Remote to Local attacks [3]. This paper focused on User to 

Root attacks where the attackers tries to access limited 

privilege of the machine. 
 

The rest of the paper is organized as in section II is 

explains the user to root attack in NSL-KDD dataset. 

Section III explains several machine learning techniques. 

Section IV shows experimental analysis and section V 

draws some conclusion and future works. 

 

II. DATASET DESCRIPTION 

Commonly many Researcher used DARPA 98 [4] and 

KDDcup99 [5] dataset to examine intrusion detection 

using various methodologies. The major statistical 

degradation in these dataset are its huge dataset size which 

leads to dimensionality problem and the reputation of data 

which result in poor evaluation of detection was proposed 

by Tavalleein [6] . These problems leads to new version of  

 

KDD dataset as NSL-KDD dataset [7] which has been 

used as effective benchmark dataset to compare various 

machine learning techniques. The main advantage of NSL 

KDD dataset are [7] 

 No redundant records in the train set 

 No duplicate record in the test set 

 The selected records is inversely proportional to the 

percentage of original records in KDD data set. 

The training dataset is consist of 21 different attacks out of 

the 37 present in the test dataset.  Most novel attacks are 

present in test dataset which are not present in training 

data. The 4 major attack categories: DoS, Probe, U2R and 

R2L. Table 1 shows the major attacks in user-to-root in 

both training and testing dataset. 
 

Table1: Attacks in User-to-Root 
 

Attack Names 
Training 

Attacks 

Testing 

Attacks 

Buffer_overflow 30 20 

Loadmodule 9 2 

Perl 3 2 

Rootkit 10 13 

httptunnel 0 133 

Ps 0 15 

Sqlattack 0 2 

Xterm 0 13 

Total 52 200 
 

The major attack in U2R is buffer overflow which copies 

too many data into static buffer without checking whether 

the data will exactly fit into program [8]. The loadmodule 

attack makes system server into dynamically two loadable 

kernel that currently running the program to create special 

device in the directory to use those module. The Ps attacks 

leads to an exploitable race condition in the actions of a 

single program, or two or more programs running 

simultaneously. The attacker execute arbitrary code to 

access root privilege. The Xterm attack exploits a buffer 
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overflow in the Xaw library distributed in Redhat Linux 

and allows an attacker to execute arbitrary instructions 

with root privilege.  
 

III. MACHINE LEARNING TECHNIQUES 

Data Mining is a non-trivial extraction of implicit, 

previously unknown, and possible useful information from 

data. It used to finds hidden pattern in large volumes of 

data [9, 10]. It is an interdisciplinary filed which involves 

association, classification, clustering and visualization to 

design pattern. Now- a- days data mining is mainly used to 

solve problem of network intrusion based security attack 

[11]. As data point of view, intrusion detection is a data 

analysis process. It maps data item into one of several pre-

defined categories.  The algorithms normally output 

"classifiers", in the form of either decision trees or as rule 

generation. An ideal application in intrusion detection will 

be to gather sufficient "normal" and "abnormal" audit data 

from user program, and then apply a classification 

algorithm to learn about desire classifier that will 

determine the audit data as belonging to the normal class 

or the abnormal class [12]. Nevertheless of good anomaly 

detection methods are used, the main problem as high 

false alarm rates is difficult in finding features, and high 

performance requests still exist. Therefore, various 

machine learning schemes are used to investigates 

detection process for user to root type attacks. Some of the 

classification algorithm that most commonly used to 

classify the dataset are Multi-layer perceptron, J48, 

Random forest, JRIP and Navie Bayes [13, 14]. 
 

IV. EXPERIMENTAL RESULT ANALYSIS 

The comparative analysis of the proposed work has been 

performed on Weka tool [15] using NSL-KDD dataset. 

The number or training and testing dataset for U2R is 

minimum as 52 and 200 which reduce the overall 

performance of intrusion detection on experimentation. It 

consist of 41 attribute which are completely used for 

analysis. The experimental result has been evaluated based 

on three major parameter as accuracy, mean square error 

and time which are shown in table2.  
 

Table2: Performance of various learning techniques 
 

Learning 

techniques 

Accuracy 

(%) 

Mean 

square error 

Time  

(sec) 

Navie 

bayes 
73.07 0.1314 0.01 

Random 

forest 
86.53 0.1457 0.04 

Random 

tree 
76.92 0.1154 0.01 

J48 84.61 0.106 0.09 

MLP 88.46 0.0846 0.78 

JRIP 73.07 0.159 0.05 
 

From the above table it’s clear that multi-layer perception 

performs better in all three aspect to detect U2R attacks, 

since the time taken to detect attack may increase which 

improves detection accuracy and drastically reduce mean 

square error. The paper also examined individual attacks 

and the below table shown the performance for individual 

attack using MLP.  

Table3: Performance for individual attacks in U2R 
 

Attacks Precision Recall Fvalue 

Buffer_overflow 0.853 0.967 0.906 

Rootkit 0.889 0.800 0.842 

Loadmodule 1.000 0.667 0.800 

Perl 1.000 1.000 1.000 

SQLattack 0.885 0.136 0.894 

Xterm 1.000 0.987 0.965 

Ps 0.865 0.768 1.000 
 

The precision, Recall and Fvall are used to calculate the 

accuracy of the learning techniques and from the above 

table it shows that multi-layer perceptron shows high 

accuracy in detecting intrusive activity. 

 

V. CONCLUSION 

This paper presents a comparative analysis between 

various machine learning techniques such as navie bayes, 

J48, Random Forest, Multi-layer perceptron, Random tree 

and to detect User-to-Root attack. The paper also explains 

briefly about various attacks types that present in U2R. 

Each machine learning technique has their own merits to 

improve classification accuracy and to build pattern 

classification. From the above result it’s clear that 

multilayer perceptron performs better than other existing 

machine learning techniques. Individual attack 

classification has also been analyzed in this paper, since 

the dataset has only limited number of records which may 

reduce overall detection performance, the main aim of this 

paper is to examine individual attack completely.  Future 

work includes testing other attacks and how it works on 

other real time environment. 
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