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Abstract: In this paper, a study on word wise script identification based on Steerable Gaussian filter for printed 

document images is carried out. The system is developed and tested for 3000 document image data set representing 

English, Hindi, Kannada, Tamil and Urdu script word images of 600 each. The system developed includes a feature 

extractor which is based on Steerable Gaussian filter technique and for classification K-nearest neighbor classifier and 

linear discriminate classification techniques are used. The feature extractor consists of application of steerable Gaussian 

filter at different orientations 0, 45, 90, 135, 30, 65, 155 and the associated standard deviation of the local orientation is 

used as the feature set thus contributing only seven features. The two classifications techniques were used for analysis 

of the new word-wise segmented documents. Classification accuracy averaged 97% across the five scripts .The method 

shows robustness with respect to noise, the presence of headlines, font sizes and styles. 
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I. INTRODUCTION 

The OCR technology is of special significance with recent 

trends for paperless office and in a multi-lingual country 

like India the problem becomes even more dominant. 

Although a large number of OCR techniques have been 

developed over the years, almost all-existing works on 

OCR assume that the script and language of the document 

is known beforehand. Thus, individual OCR tools have 

been developed to deal with only one specific language. 

That is, an OCR developed for English will work 
satisfactorily for the English document with desired 

accuracy, where as this system not at all work 

satisfactorily for the documents with other local scripts 

like Hindi, Kannada etc.  In regard to this, there is a need 

to develop pre-OCR script and language identification 

system to enable to select the appropriate OCR system for 

processing the document containing different scripts and 

languages. 

 

In a multi-script, multi-lingual country like India (India 

has 18 regional languages derived from 12 different scripts 
[7]), now there is a growing demand for automatic 

processing of the document in every state in India 

including Karnataka. Under the three-language formulae 

[7], the documents in a Karnataka state may be printed in 

its respective official regional language Kannada, the 

national language Hindi, and also in English. Further the 

documents produced in north Karnataka state are 

influenced by Urdu scrip in addition to Kannada, Hindi 

and English, since this part is ruled by Nizam and with 

Tamil at southern region. This has motivated us to propose 

a method for automatic script or language identification 
from document images containing any of these proposed 

scripts.   

 

In the literature it is found that most of the work carried on 

the script identification is in three fold i.e. in the first fold 

the entire document page is in a mono script and used in 

identification of the script. Some piece works have also 

been reported on block by block of the size of 128X128 or 

256X256 sized images of the mono script.  

 

The second type of work reported is on the line level. In 

this type the one text line of the document is extracted and 
its script is identified. Finally in the third type the work 

reported is on the word level. It is by far presumed as the 

most difficult type of script identification amongst the 

three ways.  

 

Most of the Indian script identification task at word level 

for different configurations like doublets and triplets is 

carried out by U.Pal et al.[3-6]. Most of their algorithms 

are based on topological and structural features like 

number of loops, headline feature, stokes, water reservoirs 

and projection profiles etc. Padma et al[9-10]. have 
proposed the script identification improved schemes based 

on visual discriminating features like directional strokes, 

equal and unequal sized blocks and variable sized 

characters etc. For classification, they have considered 

Tamil, Telugu, Devanagari, English and Kannada.  

 

Patil et.al[11] have devised a neural network based system 

for word-wise script identification of English, Hindi and 

Kannada scripts and they have used modular neural 

network technique for the classification of the proposed 

scripts. Dhanya et al.[12] have proposed a Gabor filter 
based technique for word-wise script identification from 

bilingual documents which consisted English and Tamil 
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scripts. Kumar et al.[28] have proposed a character-wise 

script identification scheme where neural network is used 

for the purpose. Kunte et al[29]. have proposed a script 
identification method to identify Kannada and English 

scripts from a scanned bilingual document, based on 

Gabor features. Radial Basis Function (RBF) Neural 

classifiers have been used for the classification of the 

scripts based on the Gabor features. Nagabhushan et 

al.[13] have devised an intelligent technique for 

PINCODE script identification using a least square 

distance measure to the statistical average of texture 

features. The texture features are defined using normalized 

modified invariant moments.  
 

The methodology is tested for various machine printed 

scripts namely Roman, Devanagari, Kannada, Tamil and 

Malayalam in various fonts and sizes. Handwritten 

PINCODES in Roman script are also considered. Peeta 

Basapati  et al.[14,15] have used global approach based on 

Gabor filter bank having three different radial frequencies 

and six different angles of orientation with a radial 
frequency bandwidth of 1 octave and an angular 

bandwidth of 30o.  They obtained a combination of 18 odd 

and 18 even filters with three radial frequencies and six 

degrees. The size of each filter mask used for 

experimentation was 13x13.  
 

They have used a 36-dimensional feature vector of the 
total energy in each of the filtered images. The Linear 

discriminate analysis(LDA) and nearest neighbour (NN) 

classifiers are used to classify the word images of five 

different scripts namely Roman, Devnagari, Kannada, 

Tamil and Oriya in bi-script, tri-script and five-script 

levels. Vipin Gupta et al.[37] have discussed a method for 

script identification in trilingual documents containing 

Kannada, Devanagari and Roman based on character 

classification using language inherent features like 

cavities, corner points, end point connectivity and line 

detection.  

 
In this paper, word-wise identification of script is carried 

out based on steerable Gaussian filtering technique at 

different orientation and is described what follows. The 

paper is organized as follows. The proposed method is 

described in section II. The steerable Gaussian filter is 

described in section III. Algorithm is presented in section 

IV. Experimental results are presented in V and the paper 

is concluded in VI. 

 

II. PROPOSED METHODOLOGY 

Feature extraction is the integral part of the any 
recognition system. The aim of feature extraction is to 

identify patterns by means of minimum number of features 

that are effective in discriminating pattern classes. The 

new algorithm is inspired by a simple observation that 

every script defines a finite set of text patterns, each 

having a distinct visual appearance [4] and hence every 

language could be identified based on its discriminating 

features. 

 

It can be observed that the presence of vertical, horizontal, 

right diagonal, left diagonal strokes and holes in the 

characters of the five scripts are more distinct. Most of the 

Hindi (Devanagari) language characters have horizontal 

(sirorekha in Devanagari [7]) and vertical stokes like 
structure [9]. It has been found that a distinct property of 

the English characters is the existence of the vertical 

strokes like structure [7] and less number of horizontal 

strokes comparative to other scripts.  

 

It could be seen that most of the Kannada characters have 

horizontal stokes like structures [9] and also strokes in 

right and left diagonal directions, where as Urdu 

characters contains more strokes in right diagonal and 

horizontal directions. The Urdu characters have less 

number of holes compared to English, Kannada and Hindi. 
Further, in the Tamil script there is a strong dominance of 

horizontal strokes. These discriminating features present in 

the characters of each script which are extracted by 

directional energy function which is based on Steerable 

Gaussian filter. In order to capture the energy at different 

levels as mentioned above the steerable Gaussian is used 

at different orientations viz. i.e. 0, 45, 90, 135, 30, 65, 155 

and is described in following section. 

 

III.  STEERABLE GAUSSIAN FILTER 

The proposed method is based on the extension of basic 

Gabor filtering technique known as Steerable Gaussian 
filter. The oriented filters are useful in many earlier 

computer vision and image processing tasks. 

 

It’s often required in some applications to apply the same 

filter rotated to different angles under adaptive control or 

wishes to calculate the filter response at various 

orientations. 

 

In script the similar situations as discussed earlier are 

identified hence it becomes the dominant feature in the 

script identification problem and hence it is primarily 
considered for implemented. The steerable filters may be 

designed in Quadrature pairs to allow the adaptive control 

over phase and well as orientation. The concept of 

steerability was first proposed by Freeman et. al [28] and 

was further discussed by others in [29, 30]. A function f (x, 

y): R2  C is steerable with respect to rotation if: 
 

 1.3),()(),(
1




yxKyxf j

M

j

j 
 

Here ),( yxf 
 is the rotated version (by an angle ) of 

f(x, y). ),( yxj (for J= 1….. M) are the base functions 

which are independent of the rotation angle  . )(jK  

(for J= 1….. M) are called the steering functions of f 

associated with the base functions ),( yxj and depend 

solely on  . It is well known that convolution is a linear 

operation.  
 

Therefore, if a filter is steerable with respect to rotation, 

the filter output of a rotated version of this filter can be 

obtained by linearly combining the filter outputs of its 

associated basis functions, or specifically 
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Fig. 1 Architecture of Steerable filters 

 

The orientation strength in a particular direction by a 

squared output of Quadrature pair of band pass filters 

steered to the angle   This spectral power is called as 

oriented energy and usually denoted as E( ). 

 

In the implementation of the algorithm the analysis of 

local orientation is used at the different angle i.e. 0, 45, 90, 

135, 30, 65, 155. And the associated standard deviation of 

the local orientation is used as the feature thus contributing 

only seven features. For the classification the two 

classifiers viz. Linear discriminate analysis and the Kth 

Nearest Neighbor are used for the comparison.  

 

The algorithm for the same is given as follows  

 

IV. ALGORITHM 

 Pre-process the input document image i.e. conversion 

to gray and binary using Otsu’s method. 

 Assign the default orientation at angles 0, 45, 90, 135, 

30, 65, 155. 

 Carry out the filtering using the designed Steerable 

Gauss filter at each of the orientation mentioned and 

estimate the spectral power / oriented energy.  

 Compute the standard deviation of this oriented 

energy function for each oriented angle and utilize 

them as a feature set for training and classification  

 Classify five scripts based on linear discriminate 

analysis (LDA) and using K-nearest neighbor 

classifier (KNN) classifier. 

 

V. EXPERIMENTAL RESULTS 

In order to carry out the experimentation on the document 

images a large set of images in the specific scripts were 

essential. Since there are no readymade standard databases 

available we have created our own databases for Indian 

scripts and languages from various books, magazines, 

weeklies, journals and newspapers. Further, online 

newspapers and documents were downloaded, printed and 
then scanned. Some document images are also 

downloaded from digital libraries.  Documents collected 

have lot of variability in terms of font style, font size, and 

the age. The word images that are used totally 600 images 

per script out of which 100 images were used in training 

and the rest 500 images of the word were used. Thus total 

word images used in the experimentation are 3000.The 

method described showed and encouraging results in terms 
accuracy. Table 1 shows the script identification results for 

all 5 scripts. The average identification is found to be 

99.125% with LDA classifier. The confusion tables of the 

Bi-script classification are shown for all the scripts and are 

represented in the Tables 2 to 5. 

 

TABLE 1: BI-SCRIPT CLASSIFICATION RESULTS 

WITH LDA AND 10 FOLD CROSS VALIDATION 

 
 

TABLE 2: CONFUSION TABLE OF ENGLISH AND 

KANNADA SCRIPT CLASSIFICATION 
 

Scripts English Kannada 

English 492 8 

Kannada 8 492 
 

TABLE 3: CONFUSION TABLE OF ENGLISH AND 

HINDI SCRIPT CLASSIFICATION 
 

Scripts English Hindi 

English 497 3 

Hindi 4 496 
 

TABLE 4: CONFUSION TABLE OF ENGLISH AND 

URDU SCRIPT CLASSIFICATION 
 

Scripts English Urdu 

English 500 0 

Urdu 0 500 
 

TABLE 5: CONFUSION TABLE OF ENGLISH AND 

TAMIL SCRIPT CLASSIFICATION 
 

Scripts English Tamil 

English 495 5 

Tamil 5 495 
 

In order to study the robustness of the features extraction 

technique the Kth nearest classification technique is also 

applied on the same data set. And the results for the two 

different set of different K values are represented in two 

parts i.e. results with K = 1 and the results with K = 3. The 

confusion tables for the K=1 for steerable filter technique 

are represented in Tables 6-to 9.  
 

TABLE 6: CONFUSION TABLE OF ENGLISH AND 

TAMIL SCRIPT CLASSIFICATION WITH KNN WHEN 

K=1 
 

Scripts English Tamil 

English 486 14 

Tamil 10 490 
 

TABLE 7: CONFUSION TABLE OF ENGLISH AND 

URDU SCRIPT CLASSIFICATION WITH KNN WHEN 

K=1 

Scripts English Urdu 

English 500 0 

Urdu 0 500 
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TABLE 8: CONFUSION TABLE OF ENGLISH AND 

HINDI SCRIPT CLASSIFICATION WITH KNN WHEN 

K=1 
 

Scripts English Hindi 

English 484 16 

Hindi 16 484 

 

TABLE 9: CONFUSION TABLE OF ENGLISH AND 

KANNADA SCRIPT CLASSIFICATION WITH KNN 

WHEN K=1 
 

Scripts English Kannada 

English 478 12 

Kannada 16 484 
 

The results for steerable filter method with Kth Nearest 
neighbor tech with K value set as 3 are represented in the 

Table 10. Also the confusion tables for the K=3 values are 

represented in Tables 10 to 14.  
 

TABLE 10: BI-SCRIPT CLASSIFICATION RESULTS 

WITH KNN (K=3) AND 10 FOLD CROSS 

VALIDATION 
 

 
 

TABLE 11: CONFUSION TABLE OF ENGLISH AND 

KANNADA SCRIPT CLASSIFICATION WITH KNN 

WHEN K=3 
 

Scripts English Kannada 

English 484 16 

Kannada 20 480 
 

TABLE 12: CONFUSION TABLE OF ENGLISH AND 

HINDI SCRIPT CLASSIFICATION WITH KNN WHEN 

K=3 
 

Scripts English Hindi 

English 482 18 

Hindi 24 476 

 

TABLE 13: CONFUSION TABLE OF ENGLISH AND 

URDU SCRIPT CLASSIFICATION WITH KNN WHEN 

K=3 
 

Scripts English Urdu 

English 500 0 

Urdu 0 500 

 

TABLE 14: CONFUSION TABLE OF ENGLISH AND 

TAMIL SCRIPT CLASSIFICATION WITH KNN WHEN 

K=3 
 

Scripts English Tamil 

English 482 18 

Tamil 20 480 

From the above results presented it is evident that the 

Steerable Gaussian filtering techniques based features are 

robust in terms of accuracy as the accuracy of the same is 
found to be 99.125% with Linear Discriminate 

classification technique. 

 

VI. CONCLUSION 
In this work, a method for printed word-wise script 

identification based on steerable Gaussian filtering 

technique is proposed. The results are analysed using two 

different classification techniques to study the robustness 

of the features extracted as well as the properties and 

structural shape differences of 5 Indian scripts. The results 

are found to be encouraging with both classification 
methods. The Linear discriminate classifier gives an 

accuracy of 99.125%. The KNN classifier provided the 

accuracy of about 96% and the optimal value of K was 

found to be K = 1. It is observed that every script has a 

distinct visual and textural appearance. The structural 

shape properties of Indian scripts are direction sensitive. 

Hence, to model these direction sensitive properties, 

Steerable filters are well suited which is revealed from the 

efficacy of the method in modelling the properties of 

Human Visual System. Exhaustive experimentation was 

carried out at all levels and it is observed that the results 

obtained are better in terms of accuracy and are 
comparable with the existing methods.  
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