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Abstract: Reducing memory size of image is known as Compression. In the process of compression there will be 

degradation in the image, such type of compression is known as Lossy compression. The counter part of losssy 

compression is Lossless compression, where image is not degraded and quality is retained. The classical methods to 

compress an image were JPEG using DCT and JPEG 2000 using DWT. These methods come under frequency domain 

lossy compression standards. To improve the compression ratio and retain the quality of compressed image compared 

with these classical methods a new method in spatial domain is proposed which is known as sparse representation using 

pixel level patch decomposition. The decomposition is done on the image based on the pixel values at the level of 

20X20 patches and a dictionary is constructed to remove the redundancy in the image, a threshold value is fixed the 

patch values which are greater than the threshold values retained in the dictionary and remaining are discarded. The 

metrics like PSNR, MSE and compression ratio are calculated and significant improvement is observed in the proposed 

method. 
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I. INTRODUCTION 
 

Biometric recognisation of any human being involves by 

taking fingerprint, iris and face recognization features for 

security monitoring purposes as fingerprint is one of the 

robust biometric recognisation features. Today the 

databases of fingerprint are prominently in very huge 

memory size for productive utility of memory and fast 

accessing system. The storage of fingerprint images 

should be in a small size and quality should be retained.  
 

To address these issue image compression plays a crucial 

role. The classical methods of image compression are 

DCT-JPEG, DWT-JPEG2000 are widely used but has 

some limitations in retaining the quality and reducing the 

memory size as these compression standards comes under 

frequency domain lossy compression hierarchy. So to 

alleviate the sited problems in the classical methods we 

proposed a spatial domain sparse representation standard 

for finger print image compression. The sparse 

representation will play on the spatial domain of the image 

considering the grey level values of the pixels. The 

fingerprint image is taken from a database and a threshold 

value for each pixel I an fingerprint image is fixed the 

pixels which are greater than the threshold are retained and 

remaining are discarded and a 20X20 patches of sparse 

represented image is sent to the minimization problem 

section (MP) method which reduces the error in the 

patches and the huff-man code along with quantization is 

used to generate the binary stream of compressed image is 

generated which is a sparse representation compressed 

image output. The quality metrics like MSE, PSNR are 

calculated for the proposed method and compressed ratio 

is also found all the metrics shows significant  

 
 

improvement compared with classical methods like DCT-

JPEG, DWT-JPEG2000. 
 

II. METHODOLOGY 
 

 Model of  Sparse representation 

Given A = [a1, a2, . . . , aN] ∈ RM×N , a new sample y ∈ 

RM×1, is assumed to be represented as a linear 

combination of few columns from the dictionary A, as 

shown in formula (1). This is the only prior knowledge 

about the dictionary in this algorithm. Later, the property 

can be ensured by constructing the dictionary properly 
 

y AX                          (1) 
 

Where y ∈ RM×1, A ∈ RM×N and x = [x1, x2, . . . , x N 

]T ∈ RN×1. 
 

Obviously, the system y =Ax is under determined when M 

< N. Then, the solution is not special. According to the 

theory, the representation is sparse. The solution can be 

obtained to resolve the following optimization problems. 

 0

0
: min . .l x s t Ax y            (2) 

Solution of the optimization problem is expected to be 

very sparse, namely, ‖x‖0<< N. The notation ‖x‖ counts the 

nonzero entries in x. actually it is not a norm. However, 

without ambiguity, we still call it l
0
-normalization. The 

compression of y value can be achieved by compressing 

the x value. Then record the locations of its non-zero 

entries and their magnitudes ant then later, quantize and 

encode the record values. This is what we can do in the 

next, techniques for solving the optimization problem 
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 Sparse Solution by Greedy 

(General)Algorithm: 

To resolve the optimization problem l
0
 directly. The 

problem of finding the sparsest solution of the system (2) 

is NP-hard. The Matching Pursuit (MP) because of its 

simplicity and efficiency is often used to approximately 

solve the l
0
 problem. Many variants of the algorithm are 

available, offering improvements either in accuracy or and 

in complexity. Although the theoretical analysis of these 

algorithms is difficult, experiments show that they behave 

quite well when the number of non-zero entries is low 
 

 Sparse Solution by l
1
-Minimization: 

It is a natural idea that the optimization  problem (2) can 

be approximated by solving the following optimization 

problem 

  : min . .
pp

p
l x s t Ax y    (3) 

 

Obviously, the smaller p is  the closer solutions of the two 

optimization problems l
0
 and l

p
 are, as illustrated in Fig 1. 

 

This is because the magnitude of  x is not important when 

p is small. What does matter is whether x is equal to 0 or 

not. Therefore, p is theoretically chosen as small as 

possible. However, the optimization problem (3) is not 

convex if 0 < p < 1. It makes p = 1 the most ideal 

situation, namely, the following problems 

  1

1
: min . .l x s t Ax y      (4) 

      

Recent developments in the field of sparse representation 

and compressed sensing reveal that the solution of the 

optimization problem (4) is almost equal to the solution of 

the optimization problem (2) if the optimal solution is 

sparse enough. The problem (4) can be effectively solved 

by linear programming methods 
 

 
 

Fig.1. the behaviour of ‖x‖ p for various values of p. As p 

tends to zero, ‖x‖ p approaches the l
0
-norm. 

 

 FINGERPRINT COMPRESSION BASED ON 

REPRESENTATION 

It is defined that the size of the dictionary is very large. 

The dictionary contains more information as much as 

possible. To obtain a dictionary with a more size, the pre-

processing is essential and influenced by appearance, 

rotation and noise; the fingerprints of the same fingerprint 

may look very different. We know that each fingerprint 

image is to be arranged, independently of the others. The 

most common pre-aligned technique is to translate and 

rotate the fingerprint images are according to position of 

core point. Unfortunately, reliable detection of the core is 

very difficult in fingerprint images with very low quality. 

The core is correctly detected and the size of the 

dictionary may be huge in size because of the size of the 

whole fingerprint image is very large. 
 

Compared with the basic images, the fingerprint images 

are to be in a fundamental structure. They are mixture of 

ridges and valleys. In local regions they are to be same. To 

solve these two problems, the whole image is sliced into 

square and is non-overlapped in to small patches. For 

these small patches, there are no problems of 

transformation and rotation. The size of the dictionary is 

not too large because of the small blocks are very smaller. 
 

 
 

Fig.2. A fingerprint image with its corresponding 

orientation image computed over a square-meshed grid. 

Each element denotes the local orientation of the 

fingerprint ridges. 
 

 Construction of the Dictionary 

The dictionary can be constructed in three ways. Firstly, 

we construct a training set. Then, the dictionary is 

obtained from the set. The whole fingerprint images are 

cut and then into fixed-size square patches. Given these 

patches after the initial screening 
 

 The first patch is added to the dictionary, which is 

basically in empty. 

 To check whether the next patch is to be similar to the 

all patches in dictionary. If yes, then the next Patch is to 

be tested; otherwise, the patch is added into the 

dictionary. Then the common measures between the two 

patches are calculated by solving the optimization 

problem (5). 
 

            21 2
1, 2 2 2

1 2

) min * F

F F

p p
s p p t

p p
      (5) 

    

Where ‖ •‖ 2 F is the Fresenius norm. P1 and P2 are the 

corresponding matrices of the two patches. t, a  are the 

parameters of the optimization problem (5), is a scaling 

factor. 
 

 Repeat the second step until all patches have been tested 
 

Before the dictionary is constructed, the mean value of the 

every patch is to be calculated and subtracted from the 
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next patch. Then the details of the three methods are 

given. 

 The first method is to choose fingerprint patches from 

the training samples at random and arrange these 

patches as columns of the dictionary matrix. 

 The second method is the patches from the front view of 

a fingerprint have an orientation while the patches from 

the background are does not have, as shown in Fig. 2. 

This fact can be used to construct the dictionary. Divide 

the interval [00, . . . , 1800] into the equal-size intervals. 

Each interval is to be represented by an orientation (the 

middle value of each interval is chosen). Choose the 

same number of patches for every interval and arrange 

them into the dictionary. 

 The third method is a training method called K-SVD. 

The dictionary is obtained by the iteratively solving the 

optimization problem (6). Y is consisted of the training 

patches, A is the dictionary, X is the coefficients and Xi 

is the i
th

 column of X. We can calculate the coefficient 

matrix X using MP method, which guarantees the 

coefficient vector Xi has no more than T non-zero 

elements. Then update every  dictionary element based 

on the singular value decomposition (SVD). 
 

2

0
,

. . ,min iF
A X

Y A X s t i X T        (6) 

 

 Compression of a Given Fingerprint 

A new fingerprint, slice is divided into square patches 

which have the same size with the training patches. The 

size of the patches has a direct impact on the compression 

efficiency. The algorithm becomes more efficient as the 

size increases. However, the computation complexity and 

the size of the dictionary also increase rapidly. The proper 

size should be chosen. How to choose this size will be 

give in. In addition, to make the patches fit the dictionary 

better, the mean of each patch needs to be calculated and 

subtracted from the patch. After that, compute the sparse 

representation for each patch by solving the l0 problem. 

Those coefficients whose absolute values are less than a 

given threshold are treated as zero. For each patch, four 

kinds of information need to be recorded. They are the 

mean value, the number about how many atoms to use, the 

coefficients and their locations. The tests show that many 

image patches require few coefficients. Consequently, 

compared with the use of a fixed number of coefficients, 

the method reduces the coding complexity and improves 

the compression ratio 
 

 Coding and Quantization 

Entropy coding of the atom number of each patch, the 

mean value of each patch, the coefficients and the indexes 

is carried out by static arithmetic coders. The atom number 

of each patch is separately coded. The mean value of each 

patch is also separately coded. The quantization of 

coefficients is performed using the Lloyd algorithm, learnt 

off-line from the coefficients which are obtained from the 

training set by the MP algorithm over the dictionary. The 

first coefficient of each block is quantized with a larger 

number of bits than other coefficients and entropy-coded 

using a separate arithmetic coder. The model for the 

indexes is estimated by using the source statistics obtained 

off-line from the training set. The first index and other 

indexes are coded by the same arithmetic encoder. In the 

following experiments, the first coefficient is quantized 

with 6 bits and other coefficients are quantized with 4 bits. 
 

III. SYSTEM ARCHITECTURE 
 

 
 

1) The fingerprint image of .JPG format is taken from a 

dataset for decomposing it into patches. 

2) By using spatial domain technique, fixing a threshold 

for a pixel value, the pixels whose values are greater 

than threshold are retained and remaining are 

discarded.  

3) The output after decomposition is 20X20 patches 

which are sent to reducing the error by applying 

minimization problem technique. 

4) By applying huff-man coding and quantization the 

patches are coded and quantized so that the memory 

size is reduced. 

5) The output is a lossless compressed format of input 

finger print image. 
 

IV. RESULTS 
 

Input fingerprint image is taken from a database classical 

methods like JPEG,JPEG200 are applied on the image for 

compression and the compressed output images are as 

shown in the figure1, figure2, and figure3, the sparse 

methods is applied on the same input image, the 

compressed output is shown in the figure 4. By observing 

all the compressed output sparse compressed output means 

the quality of the image. 
 

 
 

The sparse representation for image compression is 

recurred for input images as shown in the figures 
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Table 1: Comparison of DCT, DWT and Sprarse 

representation of image compression 
 

 
 

V. CONCLUSIONS 
 

Compression, quality retaining of a fingerprint image is 

achieved by using spatial domain compression technique 

called sparse representation. Minimization problem is also 

applied to the decomposed patches which reduces the error 

effect on the patches. So by using this scenario a 

significant improvement in the quality metrics and 

memory metrics like PSNR, MSE and Compression ratio 

respectively improved compared with classical methods 

JPEG-DCT, JPEG2000-DWT. 
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