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Abstract: High Performance computing (HPC) is the use of parallel processing for running application program
efficiently, reliably and quickly. HPC is also refers to how fast one can get the result, and how efficiently can get the
result. HPC can also refer as high productivity of systems. Speedup of high performance is measured by considering
the parameters like threads. Here 3 cases are considered that is; keeping the number of jobs constant and varying
number of threads, keeping number of threads constant and varying number of jobs. And modifying the duty cycle of
the threads. The numbers of runs are considered and founded the ideal number of threads to gain the average speedup.
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I. INTRODUCTION

High Performance Computing (HPC) is achieved by
aggregating computing power of different nodes, cloud
nodes, or end system, so that today’s request demands can
be fulfilled with faster response. In today’s era HPC is
running in almost all or all fields. Like scientific
application, medical application, weather forecasting,
satellite application, domestic application, industries
organization and banking, myriad defense and aerospace
applications. HPC currently is playing a role in: training
and simulation; on-board systems for navigation, defense,
and attack; and command, control, communications,
intelligence, computers, surveillance, and reconnaissance.
The performance of HPC is measured in FLOPS -Floating
point operation per second. The importance of HPC is in
Simulate a bio-molecular of 10000atoms, Non-bond
energy term that is 10® operations, for 1 microsecond
simulation that is 10° steps and 10" operations, need to do
large number of simulations for even large molecules, for
the biggest calculation in servers, for Data Centers.
Applied application of HPC is in Blood Flow in human
vascular network, Earthquake simulation, Homogeneous
Turbulence. HPC System must have good combination of
Multistage (pipeline) functional unit, multiple central
processing unit, multiple cores, and operating system.
And these systems must perform fast central register, Fast
memory transaction, very fast communication among
functional unit, and software that integrate these function.
Computation is very important in High performance
computation. Maximum speed is achieved in terms of both
hardware and software. HPC deals the complex and large
problem by dividing and conquer method. Today’s higher
computation is achieving systems are multicore
architecture, parallel, and pipelined systems.

The following parameters are considered to gain the
higher performance; the type of algorithm used, number of
stages in pipeline, parallelism, concurrency, number of
threads. CPU executes instructions faster by employing
pre fetching and pipelining. That is fetching the instruction
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before it executes. That processor fetches reads and
decodes an instruction while another instruction is
executing.

So to increase the speed of execution CPU Design can be
1. Reduced instruction set computer (RISC).

2. Multiple core processors.

3. Vector processors.

Possible methods to achieve the HPC

Higher computation power can be achieved by parallel
architectures

1. Single Instruction Single Data (SISD) Sequential
machines.

2. Multiple Instructions Single Data (MISD).

3. Single Instruction Multiple Data (SIMD).

Parallel Problem solving methodologies

1. Data parallelism.

2. Pipelining.

3. Functional parallelism.

Performance Issues:

1. Speed up = Time for sequential code / Time for

parallel code

Sp=Ts/Tp 1<=Sp<=P

2. Efficiency

Ep=Sp/P 0<Ep<l

Ep=1>=Sp=P 100% efficiency

The strongest argument is Amdahal's Law
S=1/f=1-H/p

Where 'f' is the sequential part of the code.
Il. PROPOSED WORK

In This thesis performance evaluation of duty cycle
modulation is done, and speedup is calculated. As
considered there is number of jobs to be executed and that
are executed parallel by number of threads. As threads will
execute single task fast, and threads can be executed
parallel so that jobs can be executed fast with in a shorter

511



IJARCCE

period of time. Here the results are measuring and
modifying the duty cycle. Considered things are:

1. Number of jobs varying from 8189 to 1000.
2. Number of Threads varying from 5 to 20.

Vol. 5, Issue 6, June 2016

There are 3 cases are considered to measure the results:
1. keeping the number of threads constant and varying the
numberofjobs.

2. Keeping the number of jobs constant and varying the
numberofthreads.

3. Adjusting the duty cycle of fast executing threads.

Casel:

keeping the number of threads constant, considered
constant threads are 5. Varying the jobs that are from 8189,
6000, 4000, 2000, and 1000. There are 5 types of constant
jobs are taken to execute.
For 1 type: five threads, 8189 jobs to execute. The thread
pool of 5 threads which are executing paralley. Threads
named from T1 to T5.

Any one of these threads can execute first there is no such
sequence is too followed. They will pick any one of the
job out of 8189 jobs .these threads are synchronized , and
mutual exclusion is achieved . So that no 2 threads rush to
execute the same job at the same time and never lead to
the dead lock state environment.

There are some threads which will executing very fast so
that they will going to execute more number of jobs as
compared to thread which is executing slow. The
individual thread execution time is calculated and numbers
of jobs that particular threads executing. And overall
execution time of job is also calculated. It will run for
several times and all threads execution time, number of
jobs executed and overall execution time is listed for 20
runs in a table format.

Parallel execution time, speedup is calculated .and
correlation coefficient of parallel execution time and serial
execution time is calculated. Like the way case 2 is also
done and results are analyzed in case 3.that is by observing
and measuring the results. Fast execution thread can be
found, so that duty cycle of that thread is adjusted.

That is in this thesis it will come to know that what are the
efficient number of threads are required to execute. That
run time threads can be reduced, and finding the ideal
number of threads even though more number of jobs to be
executed. Usually if there is more number of jobs for
execution then more number of threads is kept for
execution so that higher performance is gained.

But it will be expensive in terms of memory, computation
cost and energy level of system. So to minimize this issue,
thesis helps to find the ideal state of system and ideal
number of threads for execution. The system
configuration is dual core processor, 2 GB of RAM, fedora
26 operating system, and eclipse software used for
programming. Java language is used for coding.
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HIL.RESULT ANALYSIS

In First case: considering 5 threads and varying number of
jobs. The below tables show the result analysis.

Table 1: Thread Execution time, parallel execution time,
speed up , Average speed up and correlation coefficient.

Total
Executi
on Time

4385
3843
4169
5022
3687
4000
3772
3387
3040
3323
4473
3208
4082
3639
2830
2528
4088
3978
3096
17131

Parallel
Execution
Time
3404
3083
3004
10835
2430
3283
2097
21
3808
2693
3223
4182
3177
2523
1084
1619
3144
3088
4076
13450

Average
Speed Speed
Up up

12550 | 13365

1.2464
13474
15224
1.4867
1.2478
12586
1.2448
12030
13072
13883
1.2453
1.2880
1.4491
1.4768
13613
1.3003
1.2882
1.2502

1.2737

correlation
coefficient

0.9975

T1 T2 T3 | T4 | T5
J15 | 727 | 665 [ 700 | 687
647 | 616 | 607 [ 614 | 601
398 | 579 [ 619
401 | 380 | 400
316 | 481 | 442
664 | 676 [ 620
643 | 365 | 373
368 | 333 [ 334
782 | 805 [ 764
518 | 568 | 522
626 | 639 [ 660
862 | 826 [ 820
633 | 635 [ 624
304 [ 522 | 487
306 | 394 | 392
346
633 | 647
627 | 618
786 | 798
2679 | 2724

Table 2: optioned correlation coefficient.

1

3| 655 [ 645
4| 408 | 396
3 318
6 646
592 | 622
§ | 350 [ 347
9| 748 | 798
10| 340 | 547
11| 619 | 639
12 830 | 844
639
304
384

323

523

14| 508
15| 408
16 | 331
17| 633
18| 612

323
601
617
483
2633

206
630
614
4§32

2709

2012703

Number of | correlation

johs coefficient
2189 0.9975
6000 09331
4000 0.961
2000 0.0671
1000 0.9933

Table 3: Average speed up

Number of Average
jobs Speedup
8189 1.3363
6000 1286
4000 12992
2000 1.2873
1000 12757

Case II:
Varying number of threads and keeping constant number
of jobs.
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Table 4: Thread Execution time, parallel execution time,
speed up , Average speed up and correlation coefficient.
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Total Parallel
Execution | Execution Average | correlation
T1 T2 JE] T4 | T3 Time Time | Speed Up | Speed up | coefficient
1 533 36| 835|520 300 330 2624 12660 12841 09973
2 1301 1579 [ 1630 | 1610 | 1547 10723 7066 | 13467
3 633 600 636 3503| 387 4014 3060 | 13079
4 549 520 28| M| 414 375 2604 | 12577
b 364 ol 1) 488 56t 3332 2637 12340
6 643 639 617) 621) 647 4013 3167 12671
7 493 447 3| 39 34 nn3 2336 12803
8 612 i3 627 633 633 3836 3082 12446
9 326 43 R L 3370 2621 12838
10 367 367 7] 602) 373 3616 2398 12478
11 499 499 | 304|338 483 kPbi] 2343 12674
12 374 360 377 36| 35 2313 1812 13869
13 4 00| 46| 434 385 2746 2089 | 13145
14 537 00 514 46| 33 3203 870 12463
15 306 438 57| 501 484 3073 66| 12470
16 601 602 4| 367) 613 3680 2007 12373
17 510 511 519 418) 515 3203 2549 12019
18 366 379 350) 375) 3N 2387 1842 14043
19 622 628 634 634) 619 3933 inn 12449
p] 397 363 0] 0] 569 3364 2819 12643

Table 5: Optioned correlation coefficient

correlation coefficient

Jobs | 5 Threads | 8 Threads | 10 Threads | 15 Threads | 20 Threads

8000 0.5973 0.9911 0.9527 0.9731 0.99a9

Table 6: Average speed up

Average Speedup

Jobs | 5 Threads | 8 Threads | 10 Threads | 13 Threads | 20 Threads

joon| 12841 12078 L1679 1.2003 11648

As observed the average speedup is increased as the

number of jobs increased and with proper number of

thread.
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