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Abstract: Here we will discuss about the Privacy-preserving High-order Possibilistic c-Means Algorithm.  Fuzzy C- 

Means is a Clustering method that allows each data point to belong to multiple clusters with varying degree is 

membership. PCM is one of the methods used for C-means Clustering process and image analysis. The Process find out 

the two types of Clustering's like normal PCM clustering and important is HOPCM like (High Order PCM) FOR Big 

data clustering. The HOPCM method based on Map Reduce for very large amounts of heterogeneous data. Finally, a 

privacy-preserving HOPCM algorithm (PPHOPCM) to protect the private data on cloud by applying the BGV 

encryption scheme to HOPCM. To tackle this problem, the paper proposes a high-order PCM algorithm (HOPCM) for 

big data clustering by optimizing the objective function in the tensor space. Clustering is designed to separate objects 

into several different groups according to special metrics, making the objects with similar features in the same group. 

Clustering techniques have been successfully applied to knowledge discovery and data engineering. With the 

increasing popularity of big data, big data clustering is attracting much attention from data engineers and researchers. 

Keywords: Possibilistic c-means (PCM), HOPCM, Map Reduce, PPHOPCM,BGV schema. 

 

1. INTRODUCTION 

AS personal computing technology and social websites, such as Face book and Twitter, become increasingly popular, 

big data is in the explosive growth.  Specially, big data sets include various interrelated kinds of objects, such as texts, 

images and audios, resulting in high heterogeneity in terms of structure form. Clustering is designed to separate objects 

into several different groups according to special metrics, making the objects with similar features in the same group. 

Zhang et al proposed a high-order clustering algorithm for big data by using the tensor vector space to model the 

correlations over the multiple modalities. To solve this problems, this paper proposes a privacy-preserving high-order 

PCM scheme (PPHOPCM) for big data clustering. PCM is one important scheme of fuzzy clustering. PCM can reflect 

the typicality of each object to different clusters effectively and it is able to avoid the corruption of noise in the 

clustering process [14]. In this paper, the proposed HOPCM algorithm represents each object by using a tensor to 

reveal the correlation over multiple modalities of the heterogeneous data object. To increase the efficiency for 

clustering big data, we design a distributed HOPCM algorithm based on Map Reduce to employ cloud servers to 

perform the HOPCM algorithm. However, the private data tends to be in disclosure when performing HOPCM on 

cloud. Take the medical data which is a typical type of big data for example. A large amount of private information 

such as personal email. 

2. RELATED WORK 

       The research on possibilistic c-means (PCM) was first proposed by Krishnapuram and Keller in 1993. To 

overcome the weakness of Fuzzy c-means (FCM) they proposed in the year (1993, 1996). Since that time, the volume 

of research has grown tremendously: however, only in recent year the question about the experimental practices of 

privacy preserving high-order PCM (PPHOPCM) research come up.  

      Xie et al [2] developed an enhanced PCM algorithm by grouping the data set into one main subset and assistant 

subset to avoid the coincident result. In addition PCM is not robust to the addition parameter. 

     Yang et al [3] proposed an unsupervised PCM algorithm. To cluster non-spherical data sets, some kernel-based 

possibilistic clustering algorithms have been proposed by mapping the object of the data set into high order data space. 

Other PCM variants include weighted PCM algorithm [19] and sample-weighted PFCM algorithm. 
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     The experiments on the two representative big data sets, i.e.…, NUS-WIDE and SNAE2, to access the clustering 

accuracy and efficiency of our algorithm by comparison with three representative possibilistic c-means algorithms 

namely HOPCM-15, WPCM [3], PCM [1]. 

      In between these surveys, several studies conducted more thorough analysis of the practise to overcome the 

weakness of the original PCM algorithm. Timm et al 2002[4]  proposed two possibilistic fuzzy clustering algorithm 

that can avoid the coincident clustering problem of PCM by adding an inverse function of the distances between cluster 

center in PCM objective function. 

      Finally, we evaluate the scalability of DHOPCM and PPHOPCM in terms of speedup by performing DHOPCM and 

PPHOPCM in different in different platform 1 computer, 5 computers, 10 computers and 20 computers respectively. 

PPHOPCM can effectively cluster large number of heterogeneous data cloud computing without “disclosure” of private 

data.         

3. EVALUATION METHODOLOGY 

        We conducted a survey of research work in the area of fuzzy possibilistic c-means algorithm published during the 

period of 1993; modified fuzzy possibilistic c means algorithm published during in the year 2003.To avoid the 

corruption of noise in the clustering. We collect all the research paper in Google Scholar and the Digital Bibliography 

and library project (DBLP) database for the reviewed time period. For this set, we excluded short paper, extended 

abstract and paper are not available in the English language. 

3.1 POSSIBILISTIC C-MEANS (PCM) ALGORITHM 

       The possibilistic c-means (PCM) algorithm was proposed by Krishnapuram and Keller by removing the 

probabilistic constraint associated with the FCM algorithm [19]. Possibilistic c-means (PCM) relax the column sum 

constraint of fuzzy membership matrix in FCM and introduces a possibilistic partition matrix, so that possibilistic 

membership may reflect the typicalities of data points to their clusters well [5]. 

3.2 HIGH ORDER POSSIBILISTIC C-MEANS ALGORITHM 

       In this paper HOPCM algorithm based on future learning for clustering incomplete multimedia data. HOPCM 

implements three steps: unsupervised feature learning, feature fusion and high order clustering. Unsupervised feature 

learning: implement several feature learning/deep learning algorithm; feature fusion: The process of combining two or 

more distinct entities; high order clustering: high order clustering is also termed operators or functions.           

                                              

 

                                           

                                                                                             

Fig 1. HOPCM 

Finally, a HOPCM algorithm is implemented for clustering the multimedia data in tensor space Future, we design 

distributed HOPCM based on Map Reduce for large amount of heterogeneous data. 

3.2.1 HADOOP-MAP REDUCE  

      Map Reduce is a processing technique and a program model for distributed computing based on java. The Map 

Reduce algorithm contains two important tasks, namely Map and Reduce. Map takes a set of data and converts it into 

another set of data, where individual elements are broken down into tuples (key/value pairs). Secondly, reduce task, 

which takes the output from a map as an input and combines those data tuples into a smaller set of tuples. As the 

sequence of the name Map Reduce implies, the reduce task is always performed after the map job. 

Map Reduce program executes in three stages, namely map stage, shuffle stage, and reduce stage. 
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 Map stage: The map or mapper’s job is to process the input data. Generally the input data is in the form of file or 

directory and is stored in the Hadoop file system (HDFS). The input file is passed to the mapper function line by line. The 

mapper processes the data and creates several small chunks of data.  

 Reduce stage: This stage is the combination of the Shuffle stage and the Reduce stage. The Reducer’s job is to 

process the data that comes from the mapper. After processing, it produces a new set of output, which will be stored in the 

HDFS. 
 

 

 

 

 

 

Fig 2. Map Reduce 

3.3. PRIVACY PRESERVING HIGH ORDER POSSIBILISTIC C-MEANS   ALGORITHM         

          Finally, we devise a privacy preserving HOPCM algorithm (PPHOPCM) to protect the private data on cloud by 

applying the BGV encryption scheme to HOPCM. 

 Advantages 

 Proper secure for entire process. 

 The performance of communication is improved. 

 Simple to store. 

 Maintaining Feasibility. 

3.3.1 BGV encryption schema 

 BGV is fully homomorphic encryption schema. Homomorphic encryption schemes are malleable by design. This 

enables their use in cloud computing environment for ensuring the confidentiality of processed data. In addition, the 

homomorphic property of various cryptosystems can be used to create many other secure systems, for example secure 

voting systems, collision-resistant hash functions, private information retrieval schemes. 

      The BGV technique has four major operations: 

 Encryption 

 Decryption 

 Secure Addition 

 Secure Product 

 

 

 

 

Fig 3. BGV encryption schema 
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4. PROPOSED SYSTEM 

                                               

      

 

 

 

 

Fig 4. Flow Diagram 

4.1 PRE-PROCESSING 

       Preprocessing is one of main modules for data mining system. Here we are removing unwanted data or null values 

and unstructured data.  So when we remove unstructured data’s then only we get accurate results for given dataset. It is 

particularly applicable to data mining and machine learning projects. Data-gathering methods are often loosely 

controlled, resulting in out-of-range values. Impossible data combinations, missing values, etc. Analyzing data that has 

not been carefully screened for such problems can produce misleading results.  

                                                

                                          

              

                                                             

                                                         

Fig 5.Pre-processing 

4.2 PCM CLUSTERING 

         Here clustering is splitting data as some particular attributes based or analyzing attribute values through we will 

splitting or partitioning data individually. A fast PCM clustering algorithm is proposed in this paper. First, the fuzzy 

and possibilistic c-means (FCM and PCM) clustering algorithms are analyzed and some drawbacks and limitations are 

pointed out. Second, based on the reformulation theorem, by means of modifying PCM model, an effective and 

efficient clustering algorithm is proposed here, which is referred to as a modified PCM clustering (MPCM). 

 

                                                        

                                                  

Fig 6. PCM Clustering 
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4.3 MAP REDUCE 

      Map Reduce is a programming model and an associated implementation for processing and generating big data 

sets with a parallel, distributed algorithm on a cluster.  The model is a specialization of the split-apply-combine strategy 

for data analysis. Here Hardtop platform with implemented the certain process as finding overall data with mapping 

and how much data will be reduced. The term Map Reduce actually refers to two separate and distinct tasks that 

Hardtop programs perform. The first is the map job, which takes a set of data and converts it into another set of data, 

where individual elements are broken down into tuples. 

                                                        

 

 

Fig 7. Map Reduce 

4.4 FETCH CLOUD 

       Fetch cloud is the extracting data from the cloud server through some security mechanism. Most cloud storage 

providers support Web architectures based on representational state transfer (REST) application programming 

interfaces (APIs).Some also support traditional block- and file-based data, and cloud storage gateway providers can 

help customers access data in major storage clouds. To aid the clustering process in this task, we performed pre-

processing steps such as feature selection and Principal Component Analysis (PCA) and still, the choice of clustering 

method is not a trivial one. To find the best performing algorithm. 

                                                   

     

                                                                                  

  

 

 

 

Fig 8. Fetch cloud 

5. EXPERIMENTAL DATASET 

           To evaluate the performance of the proposed algorithm carry out some experiments on three representative 

multimedia data set: NUS-WIDE, CUAVE, and SNAE. The NUS-WIDE data set largest web image set, consists of 269 

648 images. Each dataset consists of 1000 images falls into 14 categories. The CUAVE dataset composed of 36 

individuals saying the digits 0and 9.Tha CUAVE dataset generate three different data subset i.e.., an image-text subset, 

an image-audio subset and a text-audio subset. The SNAE collected a total of 180 video clips to form a SNAE dataset 

from YOUTUBE. The video dataset is classified into four clusters: sports, news, advertisement and entertainment. 

6.CONCLUSION 

            We proposed a high-order PCM scheme for heterogeneous data clustering. Furthermore, cloud servers are 

employed to improve the efficiency for big data clustering by designing a distributed HOPCM scheme depending on 

Map Reduce. One property of the paper is to use the BGV technique to develop a privacy-preserving HOPCM 

algorithm for preserving privacy on cloud. Experimental results show PPHOPCM can cluster big data by using the 
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cloud computing technology without disclosing privacy. In fact, for the large scale of heterogeneous data that does not 

require to be protected, the DHOPCM is more suitable since it is more efficient than PPHOPCM. The efficiency of 

PPHOPCM and DHOPCM can be further improved when using more cloud servers, making them more suitable for big 

data clustering, since they are of high scalability demonstrated by the experimental results. In this work, the proposed 

schemes are preliminarily evaluated on two representative heterogeneous datasets. In the future work, the proposed 

algorithms will be further validated on larger actual datasets.  
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