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I. INTRODUCTION 

 

Web mining is the application of data mining 

techniques for analysis and extracting useful 

information from the data set. Web mining works for 

the three kinds of data like web content, structure and 

usage of web resources. Web usage mining is the 

process of discovery of patterns from the transaction 

stored on the web servers. There are many data 

sources available for web usage mining-automatic 

generated log data stored in server, user profiles, meta 

data, page content and e-commerce for 

shopping,product rating. Web usage mining plays a 

significant role to discover prediction of the next page, 

application objects, distinguish users according to 

predefined classes, groups of the similar properties 

and interest, common behavior users. In web usage 

mining, data preprocessing of session, URL, 

transaction of data occurs  and unwanted data is 

removed by data cleaning process.  Through these 

processes data is prepared and algorithms applied to 

build a model. Classification uses training data set to 

classify the data according to attribute value into 

predefined classes. Decision tree algorithms are based 

on classification using attribute values for taking 

decisions. Decision tree classifies data from the root 

node to a leaf node till decisions not made. Decision 

tree represents data in a fashion which is very easily 

interpreted by users. 

 

II. BACKGROUND 

 

Srivastava [8] has done surveys of web usage mining 

with the growth of web based application. The main  

interest of analysis of web usage data and uses that 

analyzed knowledge for the applications. Major 

application of web usage mining includes 

personalization, system improvement, site 

modification, business intelligence and usage 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

characterization. In paper [2] problem of mining 

access pattern from log data analyzed. Web access 

pattern tree (WAPTree) is used to store access pattern 

but in a very compressed manner. Comparative study 

of classifier accuracy in user profiling is represented 

in [4]. Four different classification algorithms are 

Naïve Bayesian (NB), Instance-Based Learner (IB1), 

Bayesian networks (BN) and Lazy Learning of 

Bayesian Rules (LBR) compared to analyze the 

classifier accuracy. NB and IB1 classifiers performed 

better than the BN and LBR classifiers with respect to 

classification accuracy. This paper compares the 

performance of NB, IB1, Classification and 

Regression Tree (SimpleCART), Naïve Bayesian Tree 

(NBTree), Iterative Dichotomister Tree (Id3), J48 -a 

version of C4.5- and Sequential Minimal Optimization 

(SMO) algorithms with large user profile data. 

Decision tree classification algorithms are widely used 

because of its easier representation of results and easy 

to implement [7]. Implementation of Decision tree can 

be done in serial or parallel manner based on 

scalability, memory used and volume of data. 

 

III. LOG DATA FORMAT 

 

In web usage mining we analyze log data which stored 

at the server side, client side and proxy side. The 

format of access log data looks like- 

127.0.0.1 - frank [10/Oct/2000:13:55:36 -0700] "GET 

/apache_pb.gif HTTP/1.0" 200 2326 
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"http://www.example.com/start.html" "Mozilla/4.08 

[en] (Win98; I ;Nav)" 

To implement decision tree algorithm we are using log 

data in ARFF format. Attribute relation file 

format(ARFF)  file shows a list of instances sharing a 

set of attributes. ARFF developed by machine learning 

project for using Weka machine learning software[15]. 

ARFF files have two sections- Header information 

and Data information. The format of ARFF file for 

internet access is shown 

@relation 'KDDTest-21' 

@attribute 'duration' real 

@attribute 'protocol_type' {'tcp','udp', 'icmp'}  

@attribute 'service' {'aol', 'auth', 'bgp', 'courier', 

'csnet_ns', 'ctf', 'daytime', 'discard', 'domain', 

'domain_u', 'echo', 'eco_i', 'ecr_i', 'efs', 'exec', 'finger', 

'ftp', 'ftp_data', 'gopher', 'harvest', 'hostnames', 'http', 

'http_2784', 'http_443', 'http_8001', 'imap4', 'IRC', 

'iso_tsap', 'klogin', 'kshell', 'ldap', 'link', 'login', 'mtp', 

'name', 'netbios_dgm', 'netbios_ns', 'netbios_ssn', 

'netstat', 'nnsp', 'nntp', 'ntp_u', 'other', 'pm_dump', 

'pop_2', 'pop_3', 'printer', 'private', 'red_i', 

'remote_job', 'rje', 'shell', 'smtp', 'sql_net', 'ssh', 

'sunrpc', 'supdup', 'systat', 'telnet', 'tftp_u', 'tim_i', 

'time', 'urh_i', 'urp_i', 'uucp', 'uucp_path', 'vmnet', 

'whois', 'X11', 'Z39_50'} 

…………… 
 

@data 

13,tcp,telnet,SF,118,2425,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,

0,1,1,0.00,0.00,0.00,0.00,1.00,0.00,0.00,26,10,0.38,0.

12,0.04,0.00,0.00,0.00,0.12,0.30,anomaly 

0,udp,private,SF,44,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,4,

3,0.00,0.00,0.00,0.00,0.75,0.50,0.00,255,254,1.00,0.0

1,0.01,0.00,0.00,0.00,0.00,0.00,anomaly 

0,tcp,telnet,S3,0,44,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,

1.00,1.00,0.00,0.00,1.00,0.00,0.00,255,79,0.31,0.61,0.

00,0.00,0.21,0.68,0.60,0.00,anomaly 

0,udp,private,SF,53,55,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,5

11,511,0.00,0.00,0.00,0.00,1.00,0.00,0.00,255,255,1.00,0.00,0.87

,0.00,0.00,0.00,0.00,0.00,normal 

……………. 

 

IV. PERFORMANCE ANALYSIS 

 

To analyze the performance of proposed algorithm 

comparison with decision tree algorithm takes place. 

After implementing algorithms, a resultant model is 

built to measure the correctness of results.  

A. Comparative study of C4.5 and proposed algorithm 

in context of accuracy:  

Here we are using C4.5 algorithm to compare with 

proposed algorithm. Here we include the results 

obtained by the system in five experiments shown in 

table I. 

TABLE I 

Accuracy comparison 
 

Data set size Proposed model C4.5 

102 72.36 77.64 

428 73.82 72.48 

821 69.24 73.82 

1029 76.21 74.93 

2193 72.63 70.67 

 

We plot graph for the measured accuracy in which red 

line shows C4.5 algorithm and blue line shows 

proposed algorithm. With the help of graph we can see 

that accuracy of C4.5 is very high when the data size 

is less. But accuracy of C4.5 algorithm decreases with 

the increase of data size. Accuracy of proposed model 

is better than C4.5 for large data size. 

 

 

Fig. 1 Graph represents accuracy comparison  for C4.5 and 

proposed algorithm 

B. Comparative study of C4.5 and proposed algorithm 

in context of evaluation  time:  

Different data size is used to analysis the performance 

of algorithms. Some algorithms give best results for a 

small data set but not for large data set. 

TABLE II 
Time comparison 

 

Data set 

size 

Proposed 

model 
C4.5 

102 2.398 2.187 

428 5.712 4.723 

821 8.289 8.179 

1029 13.298 12.378 

2193 14.278 15.378 
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According to our analysis we found that model 

evaluation time simulate similarity there is hardly any 

difference in evaluation time for small no. of data. But 

when the data size is large the evaluation time of 

proposed algorithm is less than the C4.5. 

 

Fig. 2  Graph represents evolution time comparison for C4.5 and 

proposed algorithm 

C. Comparative study of C4.5 and proposed algorithm 

in context of Memory used: 

Comparison table and graph shows that for a small 

number of data memory used by proposed algorithm is 

high and for large data is low. 

TABLE III 

Memory Used 
 

Data set 

size 
Proposed model C 4.5 

102 26391 27822 

428 27382 28423 

821 28347 27412 

1029 28490 28327 

2193 29384 28832 

 

 

Fig. 3 Graph represents memory used for C4.5 and proposed 

algorithm 

D. Comparative study of C4.5 and proposed algorithm 

in context of Build time: 

TABLE IV 
Build Time 

 

Data set size Proposed model C 4.5 

102 3.273 4.897 

428 5.187 6.272 

821 9.248 10.437 

1029 13.289 13.382 

2193 16.389 15.392 

 

 

Fig. 4 Graph represents build time  for  C4.5 and proposed 
algorithm 

Build time of proposed algorithm is also low and is 

better than C4.5 algorithm 

V. CONCLUSION 

World wide web is a very lucrative area in the field of 

computers. Now a days web plays an important part in 

human life and has become a very good business of 

earning. Business carried on the web offers the 

opportunity to find potential customers and their 

interests. Billions of people regularly/daily accessing 

the internet for searching different kinds of 

information. Therefore web server gathers bulk data 

every day. WUM facilities to analyze the web log 

files. For pattern discovery in WUM decision tree 

classification algorithms are used. Implementation of 

proposed decision tree algorithm results improved 

performance of WUM. 
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