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ABSTRACT : Speaker recognition is the identification of the person who is speaking by the characteristics of their voices. To 

improve the performance of speaker recognition systems, an effective and robust method is proposed to extract speech 

features, capable of operating in noisy environment. For capturing the characteristics of the signal, the Mel-Frequency 

Cepstral Coefficients (MFCC) are calculated. Gaussian Mixture Models (GMMs) are used for the recognition stage as they 

give better recognition for the speakers’ features. In conventional speaker recognition methods based on MFCC, phase 

information has been ignored. The proposed method integrated the phase information with MFCC on the speaker 

recognition method. Comparison of the proposed approach with the MFCCs conventional feature extraction method shows 

that the proposed method improves the recognition rate.  
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I.INTRODUCTION 

    Recent development has made it possible to use speech 

in the security system. Speaker recognition can be 

classified into speaker identification and speaker 

verification. Speaker identification is the process of 

determining which registered speaker provides a given 

utterance. Speaker recognition methods can be divided 

into text independent and text dependent methods[4]. In a 

text independent system, speaker models capture 

characteristics of somebody‟s speech which show up 

irrespective of what one is saying. In a text dependent 

system, the recognition of the speaker‟s identity is based 

on his or her speaking one or more specific phrases or 

words. 

    Speaker recognition systems contain two main 

modules: feature extraction and feature matching [3]. 

Feature extraction is the process of extracting a small 

amount of data from the voice signal that can be later used 

to represent each speaker. Feature matching involves the 

actual procedure to identify the unknown speaker by 

comparing extracted feature from his/her voice input with 

the ones from a set of known speakers. 

    The speaker recognition systems are presented in two 

phases – training phase and testing phase. In the training 

phase, each registered speaker has to provide samples of 

their speech so that the system can build or train a 

reference model for that speaker. In the testing phase, the 

input speech is matched with stored reference models and 

a recognition decision is made.  

   Speaker recognition is a difficult task. The principle 

source of variance is the speaker himself/herself.  

Speech signals in training and testing sessions can be 

greatly different due to many facts such as people voice 

changes with time, health conditions, speaking rates, and 

so on. There are also other factors, beyond speaker 

variability that present a challenge to speaker recognition 

technology [7]. 

   One of the first decisions in any pattern recognition 

system is the choice of what features can be used and how 

exactly to represent the basic signal that is to be classified, 

in order to make the classification task easiest and 

accurate. Through many years of research, many different 

feature extraction techniques have been suggested and 

tried. 

    MFCC is the best known and most popular feature 

extraction technique [8], and this feature has been used in 

this paper. MFCC‟s are based on the known variation of 

the human ear‟s critical bandwidths with frequency. The 

technique makes use of two types of filter, namely, 

linearly spaced filters and logarithmically spaced filters. 

To capture the phonetically important characteristics of 

speech, signal is expressed in the Mel frequency scale. 

This scale has a linear frequency spacing below 1000 Hz 

and a logarithmic spacing above 1000 Hz. Normal speech 

waveform may vary from time to time depending on the 

physical condition of speakers‟ vocal cord. MFCCs are 

less susceptible to the said variations. 

   Current speech recognition system can achieve high 

recognition accuracy rates (>90%). The system 

performance can be further improved by using a more 

complicated recognition model; one which takes in and 

processes more information. Most state-of-the-art speech 

recognition systems only utilize the magnitude of the 

Fourier transform of the time-domain speech segments. 

This means that the corresponding Fourier transform 

phases are discarded. Several studies have indicated that it 

may be a fruitful effort to directly model and incorporate 

the phase into the recognition process. Also, several 

studies have shown the importance of phase in speech 

coding. 
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    In this paper, a highly robust speech recognition system 

which incorporates the phase information is proposed in 

order to improve the recognition rate of the system. The 

system described is text independent speaker recognition 

system since its task is to identify the person who speaks 

regardless of what is saying. 

   With regards to speaker recognition, various types of 

speaker models have been studied over time. The 

Gaussian mixture model (GMM) has been widely used as 

a speaker model [2], [4]. The use of GMM for modeling 

speaker identity is motivated by the fact that the Gaussian 

components represent some general speaker-dependent 

spectral shapes and by the capability of Gaussian mixtures 

to model arbitrary densities. 

   The rest of the paper is organized as follows : Section II 

gives a description about feature extraction technique. 

Section III investigates the importance of phase for 

speaker recognition and formulates the phase information. 

Section IV briefly describes the speaker recognition 

method used. The experiments and the results obtained are 

given in section V. Finally, Section VI summarizes the 

paper and describes future work.      

II. FEATURE EXTRACTION USING MFCC 

TECHNIQUE     

   Speech is a complicated signal produced as a result of 

several transformations occurring at several different 

levels – semantic, linguistic, articulatory and acoustic. 

Differences in these transformations appear as differences 

in the acoustic properties of the speech signal. An 

important problem in speech recognition systems is to 

determine a representation that is well adapted for 

extracting the information content of speech signals. 

Generally, transformation of a signal to a different domain 

is done to get a better representation of the signal. Better 

recognition techniques having more ability to separate 

signals which belong to separate categories in the new 

domain than in the original domain are required. 

    A block diagram of the structure of an MFCC 

processor is given in Fig 1. The speech input is recorded 

at a sampling rate above 8000 Hz. This sampling 

frequency is chosen to minimize the effects of aliasing in 

the analog-to-digital conversion process. Fig 1 shows the 

block diagram of an MFCC processor . 

 
Fig 1 Block Diagram of the MFCC Processor 

   The speech input is typically recorded at a sampling rate 

above 10000 Hz.  This sampling frequency was chosen to 

minimize the effects of aliasing in the analog-to-digital 

conversion.  These sampled signals can capture all 

frequencies up to 5 kHz, which cover most energy of 

sounds that are generated by humans.  

    In frame blocking, the continuous speech signal is 

divided into frames of N  samples, with adjacent frames 

being separated by M (M < N).  The first frame consists of 

the first N samples.  The second frame begins M samples 

after the first frame, and overlaps it by N - M samples and 

so on.  This process continues until all the speech is 

accounted for within one or more frames. 

   The next step in the processing is to window each 

individual frame so as to minimize the signal 

discontinuities at the beginning and end of each frame.  

The concept here is to minimize the spectral distortion by 

using the window to taper the signal to zero at the 

beginning and end of each frame. Hamming window is 

used in this paper. 

   The next processing step is the Fast Fourier Transform, 

which converts each frame of N samples from the time 

domain into the frequency domain. The result after this 

step is often referred to as spectrum or periodogram. 

   Psychophysical studies have shown that human 

perception of the frequency contents of sounds for speech 

signals does not follow a linear scale.  Thus for each tone 

with an actual frequency, f, measured in Hz, a subjective 

pitch is measured on a scale called the „mel‟ scale. A filter 

bank spaced uniformly on the mel scale is used to obtain 

the spectrum. The filter bank has a triangular bandpass 

frequency response, and the spacing as well as the 

bandwidth is determined by a constant mel frequency 

interval.  The number of mel spectrum coefficients, K, is 

typically chosen as 20.  

   In the final step, the log mel spectrum is converted back 

to time.  The result is called the mel frequency cepstrum 

coefficients (MFCC).  The cepstral representation of the 

speech spectrum is a good representation of the local 

spectral properties of the signal for the given frame 

analysis. Because the mel spectrum coefficients and  their 

logarithm are real numbers, they can be converted to the 

time domain using the Discrete Cosine Transform (DCT). 

   Thus each input utterance is transformed into a sequence 

of vectors which can be used to represent and recognize 

the voice characteristic of the speaker. 

III. PHASE INFORMATION ANALYSIS 

    In this section, we first investigate the effect of phase 

on speaker recognition, and then formulate the phase 

information. 

A. Investigating the Effect of Phase 

    The conventional MFCCs ignore the phase information 

and so they cannot capture all the speaker characteristics 

contained in a voice source with the same power 

spectrum, but a different phase. In other words, speaker 

characteristics in the voice source are not captured 

completely by the MFCC since the phase information is 
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ignored. The phase is greatly influenced by voice source 

characteristics. Of course, the phase is also influenced by 

pitch.. In this paper, the distribution of phase for a speaker 

was modeled by GMM [4]. The phases are similar and the 

power spectra are influenced greatly by the vocal tract 

with the same voice source. To capture the speaker 

characteristics in the voice source and vocal tract exactly, 

both power spectrum and phase information of the input 

speech are required. The combined usage of MFCC and 

phase information can help to distinguish the speaker 

characteristics. 

B. Formulation of Phase Information 

    The short-term spectrum  S(ω,t) for the ith frame of a 

signal is obtained by the DFT of an input speech signal 

sequence 

 

S(ω,t) = X(ω,t) + jY(ω,t) 

           = √(X
2
(ω,t) + Y

2
(ω,t)) x e

jθ(ω,t)
  (1) 

 

     

For conventional MFCCs, the power spectrum X
2
(ω,t) + 

Y
2
(ω,t) is used, but the phase information θ(ω,t) is 

ignored. In this paper, phase  θ(ω,t ) is also extracted as 

one of the feature parameter set for speaker recognition. 

The GMMs used in this paper are insensitive to the 

temporal aspects of speech,  and do not capture the 

dependence of features extracted from each frame [1]. 

Phase information of the same person with the same voice 

extracted from different frames may be θ(ω,t) and 2Π + 

θ(ω,t). They express different phase value and the 

different speaker characteristics using phase-based 

GMMs. 

    In this paper, the phase value is constrained to [-Π, Π]. 

Thus θ (ω,t ) and 2Π + θ (ω,t) are converted to the same 

phase value. Therefore, it is no problem to use GMMs to 

model the speaker characteristics using phase information 

[9], [10], [11].  

IV. SPEAKER RECOGNITION METHOD 

A. Combination Method 

    A Gaussian mixture model (GMM) has been widely 

used as a speaker model [2], [4], [5], [6]. The use of 

GMM for modeling speaker identity is motivated by the 

fact that the Gaussian components represent some general 

speaker-dependent spectral shapes and by the capability of 

Gaussian mixtures to model arbitrary densities.  

    In this paper, the GMM based on MFCCs is combined 

with the GMM based on phase information. When a 

combination of two methods is used to identify the 

speaker, the likelihood of MFCC-based GMM is linearly 

coupled with that of the phase information-based GMM to 

produce a new score Lcomb 
n
 given by [4], [18] 

 

L
n
 comb

 
 = (1- α) L

n
 MFCC

 
 + L

n
 Phase

 
 ; n=1,2,3..    (2) 

where L
n
 MFCC

 
 and L

n
 Phase

 
 are the likelihood produced by 

the nth MFCC-based speaker model and phase 

information-based speaker model, respectively. N is the 

number of speakers registered and αdenotes weighting 

coefficients. A speaker with the maximum likelihood is 

decided as the target speaker. 

B. Decision Method 

    In speaker identification, the speaker with the 

maximum likelihood is chosen as the target speaker. 

Therefore, likelihood normalization is crucial in dealing 

with real-world data for speaker identification. 

Expectation maximization algorithm is used to find the 

maximum likelihood function. 

V. EXPERIMENTS AND RESULTS 

    The speech samples are stored in Microsoft wave 

format files with 8000 Hz sampling rate. Using MFCC 

technique, feature vectors are obtained from the speech 

sample. For MFCC, the Mel filter bank is designed with 24 

frequency bands. In the calculation of all the features,   the 

speech signal is partitioned into frames; the frame size of 

the analysis is 256 samples with 100 samples overlapping.  

    GMM was used   to model statistically the 

characteristic features of the phonemes that are present in 

the utterances. GMM was trained using Estimation and 

Maximization algorithm for finding the maximum 

likelihood solution for a model with latent variables, to 

test the later speeches against the database of all speakers 

who enrolled in the database. For each unknown person 

who is to be recognized, features are extracted from his 

voice sample,  followed by calculation of model  

likelihood of all models, and followed by the selection of 

the person whose model likelihood is highest.  

     NTT database was used for the experiment. The NTT 

database consists of recordings of 35 speakers (22 males 

and 13 females) collected in 5 sessions over 10 months in 

a sound proof room. For training the models, 5 same 

sentences for all speakers from one session were used. 

They were uttered by a normal speaking style mode. Five 

other sentences every the other four sessions were also 

uttered at normal speed and used as test data. The average 

duration of the sentences is about 4 seconds. GMMs with 

32 mixtures having diagonal covariance matrices were 

used as speaker models. 

  Fig 2 shows the cepstral representation of a speech 

sample from the database. Using the extracted features, 

GMM models were created and Fig 3 shows the GMM 

model of the speech sample. The speakers were tested 

using MFCC and GMM , ignoring the phase information 

and the accuracy was calculated. The experiment was 

done after combining the phase information with the 

conventional MFCC and the accuracy was obtained. 
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Fig 2  Cepstrum of a speech sample 

 

 

Fig 3 GMM Model of the speech sample 

By using the combination of MFCC and phase 

information on clean speech training data , the 

identification rate was improved to 99.3 % in comparison 

with 97.7 % using only MFCC. 

VI. CONCLUSION 

    In this paper, an effective and robust technique was 

used for the speaker   identification systems. This 

technique integrated the phase information with MFCC. 

By using the combination of MFCC and phase 

information on clean speech training data, the 

identification rate was improved to 99.3 % in comparison 

with 97.7 % using only MFCC. 

    The future work is to analyze the performance of the 

speaker identification system in the presence of noise and 

echo. 
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