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Abstract: Floating point arithmetic is widely used in many areas, especially scientific computation and signal 

processing. The main applications of floating points today are in the field of medical imaging, biometrics, motion 

capture and audio applications. Multipliers play an important role in today‟s digital signal processing and various other 

applications. A system‟s performance is generally determined by the performance of the multiplier, because the 

multiplier is generally the slowest element in the system. The way floating point operations are executed depends on 

the data format of the operands. IEEE standards specify a set of floating point formats single precision and double 

precision. This paper presents an efficient FPGA implementation of double precision floating point multiplier using 

VHDL.  
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I. INTRODUCTION 

 

Floating point number system is a common choice for 

many scientific computations due to its wide dynamic 

range feature. For instance, floating point arithmetic is 

widely used in many areas, especially in scientific 

computation, numerical processing, image processing and 

signal processing. The term floating point is derived from 

the fact that there is no fixed number of digits before and 

after the decimal point, that is, the decimal point or binary 

point can float. There are also representations in which the 

number of digits before and after the decimal or binary 

point is fixed; called fixed-point representations. The 

advantage of floating-point representation over fixed point 

representation is that it can support a much wider range of 

values. The floating point numbers is based on scientific 

notation. A scientific notation is just another way to 

represent very large or very small numbers in a compact 

form such that they can be easily used for computations. 

The floating point multiplication operations are greatly 

affected by how the floating point multiplier is designed.  

 

Floating point number consists of three fields:
 

1. Sign (S): It used to denote the sign of the number i.e. 0 

represent positive number and 1 represent negative 

number.  

2. Significand or Mantissa (M): Mantissa is part of a 

floating point number which represents the magnitude of 

the number.  

3. Exponent (E): Exponent is part of the floating point 

number that represents the number of places that the 

decimal point  (binary point) is to be moved.  

 

 

Number system is completely specified by specifying a 

suitable base β, significand (mantissa) M, and exponent E.  

A floating point number F has the value  

F=  M β
E
 

The way floating point operations are executed depends on 

the data format of the operands. IEEE standards specify a 

set of floating point data formats, single precision and 

double precision. The Single precision consists of 32 bits 

and the Double precision consists of 64 bits. Figure 1 

shows the IEEE single and double precision data formats. 

 

 
(a) IEEE single  precision data format 

 
(b)  IEEE double precision data format 

Figure 1: IEEE Single and Double Precision data Format 

The value of the floating point number represented in 

single precision format is  

F=  

where 127 is the value of bias in single precision data 

format  and exponent E ranges between 1 to 254, and E = 

0 and E = 255   are reserved for special values. 

The value of the floating point number represented in 

double precision data format is  
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F=  

where 1023 is the value of bias in double precision data 

format. Exponent E ranges between 1 to 2046, the values 

of E = 0 and E = 2047 are reserved for special values.  

 

II. DOUBLE PRECISION FLOATING POINT 

MULTIPLIER 

 

Multipliers are key components of many high performance 

systems such as FIR filters, Microprocessors, Digital 

Signal Processors etc. A system‟s performance is 

generally determined by the performance of the multiplier, 

because the multiplier is generally the slowest element in 

the system. Furthermore, it is generally the most area 

consuming. Hence, optimizing the speed and area of the 

multiplier is a critical issue for an effective system design. 

 

A.    Floating point multiplication algorithm 

 

Multiplication of floating point numbers F1 and F2 is a five 

step process. To multiply two floating point numbers the 

following is done: 

                                                       

1. Obtaining the sign; i.e. S1 xor S2. 

2. Adding the exponents; i.e. (E1 + E2 – Bias). 

3. Multiplying the significand; i.e. (1.M1*1.M2). 

4. Placing the decimal point in the result. 

5. Normalizing the result; i.e. obtaining 1 at the MSB of 

the results‟ significand. 

6. Rounding the result to fit in the available bits. 

7. Checking for underflow/overflow occurrence [2]. 

 

B. Floating point Multiplier design 

 

The multiplier for the floating point numbers represented 

in IEEE 754 format can be divided into three different 

units: Mantissa Calculation unit, Exponent Calculation 

unit and Sign Calculation unit [3].The Multiplier receives 

two 64-bit floating point numbers. First these numbers are 

unpacked by separating the numbers into sign, exponent, 

and mantissa bits. The floating point multiplication is 

carried out in following three parts. 

Sign calculation unit:- 

In this unit, we determine the sign of the product by 

performing a XOR operation on the sign bits of the two 

operands. 

Exponent calculation unit:- 

This unsigned adder is used for adding the exponent of the 

first input to the exponent of the second input and 

subtracting the Bias (1023) from the addition result.  

Eresult =    A_exponent + B_exponent – Bias 

The exponent of the result must be 11 bits in size, and 

must be between 1 and 2046 otherwise the value is not a 

normalized one. Overflow/underflow means that the 

result‟s exponent is too large/small.  

Mantissa Calculation unit:- 

The multiplication is done in two steps, partial product 

generation and partial product addition. For double 

precision operands (53-bit fraction fields), a total of 

53*53-bit multiplier is required. Mantissa multiplier unit 

performs multiplication operation. After this the output of 

mantissa is normalized, i.e. if the MSB of the result 

obtained is not 1, then it is left shifted to make the MSB 1. 

If changes are made by shifting then corresponding 

changes has to be made in exponent also. The mantissa of 

operand A and the leading „1‟ (for normalized numbers) 

are stored in the 53-bit register (Ma). The mantissa of 

operand B and the leading „1‟ (for normalized numbers) 

are stored in the 53-bit register (Mb). Multiplying all 53 

bits of Ma by 53 bits of Mb would result in a 106-bit 

product. Rounding is used to fit the result in available bit 

then output of mantissa multiplication is 56 bits. 

 

III. FPGA IMPLEMENTATION OF 

MULTIPLIER 

 

IV.     The FPGA-based implementations of the 

double precision floating point multiplier have been 

presented in this section. For implementation purpose, 

Xilinx Integrated Software Environment ISE 10.1i 

software tool has been used. The double precision floating 

point multiplier component has been coded in VHDL 

.Code has been synthesized and simulated using Xilinx 

ISE 10.1i which are mapped on to Spartan 3E FPGA. The 

RTL view, design summary and simulation result of the 

floating point multiplier are shown in following section. 

The „clk‟, „rst‟, „enable‟, „opa‟ and „opb‟ are the inputs of 

double precision floating point multiplier. The 

„exponent_5‟, „product_7‟and „sign‟ is the outputs. 

 

 

 
 

 
Figure 2: RTL Diagram of the Floating point multiplier 
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Let's suppose a multiplication of two floating-point 

numbers  

A and B, where A= -18.0 and B = 9.5 Binary 

representation  

 

Table 1 show the summary of resources utilized by the 

double precision Floating point multiplier for a Spartan 3E 

device.  

 

  

 

 

Table 1: Resource utilization by the Floating point multiplier 
 

 
 

Table 2:   Device utilization summary (xc3s1600e-5fg320) 
 

Logic 

Utilization 

Used Available Utilization 

in  %age 

No. of slices  2898 14752 19% 

No. of  4 

input LUTs 

5114 29504 17% 

No of slice 

Flip Flops  

1540 29504 5% 

Number of 

bonded 

IOBs 

200 250 80% 

Max Delay 0.477ns   

 
Table 3: Summary of Power Consumption by Floating point multiplier 

 

 
 

 

of the operands: 

 A = -10010.0     B =  +1001.1  

Normalized representation of the operands:  

 A = -1.001x2
4
 

 B = +1.0011x2 
3
 

IEEE representation of the operands:  

A= 1 10000000011 

0010000000000000000000000000000000000000000000

000000                           (hex) 64‟hC032000000000000 

B= 0 10000000010 

0011000000000000000000000000000000000000000000

000000                           (hex) 64‟h4023000000000000 

In our case, we get: 

A) Sign  output: 

Calculation of the sign of the result: Sign = Sa ⊕ Sb .The 

sign of the result is given by the XOR of the operands 

signs (Sa and Sb). 

 In our example, we get: Sign = 1 ⊕ 0 = 1 i.e. a negative 

sign. 

B) Exponent  output: 

Calculation of the exponent field of the result: Er 

(exponent_5) = (Ea-1023) + (Eb-1023) + 1023 =Ea + Eb 

– 1023  

 In our example: 

 Ea      10000000011 

 Eb      10000000010  

- 1023 10000000001 

Er (exponent_5) 10000000110, the exponent of the result 

in hexadecimal is 12’h406. 

C) Mantissa  output: 

Multiplication of the mantissas: we must extract the 

mantissas, adding a 1 as most significant bit, for 

normalization. Ma and Mb is 53 bit i.e. Mr = Ma*Mb 

(53*53) 

 

Ma=1001000000000000000000000000000000000000000

0000000000  

Mb=100110000000000000000000000000000000000000

00000000000  

The Mr (106-bit) result of the multiplication is: 

0x5580000000000      only the most significant bits are 

useful: after normalization we get the 56-bit mantissa of 

the result is  

 

56’h55800000000000 
A result (sign, exponent and mantissas) gives us the final 

result of our multiplication:  

1 10000000110 

010101100000000000000000000000000000000000 

0000000000  

 

 = -18.0x9.5 = -1.0101011 x 2
1030-1023

 

 = - 10101011.0 = -171.010 
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The output is also verified by the Xilinx ISE simulator 

that is same. Figure 3 shows Simulation results of the 

double precision floating point multiplier for given input. 

 

 

 
 

Figure 3: Simulation results of floating point multiplier for given input 

 

IV. CONCLUSION 

 

This paper presents FPGA implementation of double 

precision floating point multiplier that supports the IEEE 

754-2008 binary interchange format. The multiplier is 

designed in VHDL. The design implemented on a Xilinx 

ISE 10.1i tool targeting the Spartan 3E device xc3s1600e-

5fg320. The power consumption for the design is 203 

mW.The implementation of Floating point multiplier 

shows the use of 5% Slice Flip Flops, 17% 4 input LUTs, 

80% bonded IOBs and  19% number of slices. Although 

double precision floating point multiplier uses more 

resources and consumes more power, yet it has very high 

speed. The max delay of this design is 0.477ns 
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