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Abstract: Information retrieval is concept related to various optimization techniques and clustering algorithms. High 

dimensional Textual dataset is required for information retrieval .swarm intelligence is one of the most important 

technique under evolutionary algorithms. Swarm intelligence technique includes various algorithms for optimization. 
Comparative study of those  gives best algorithm on the basis of there computational time and efficiency. Best 

algorithm is  identified for clustering .Comparative study of clustering algorithms gives best algorithm and used for 

information retrieval. 
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I. INTRODUCTION 

For the complex data sets there is a problem in retrieval 

the necessary information from particular records.  

 

As the original datasets are multidimensional in nature, so 
for retrieving the particular information, datasets need to 

be multidimensionality reduced. 

 

Hence, for these there are different optimization 

techniques or algorithms , and with the help of those 

algorithms the datasets are first reduced and then that 

datasets are provided as an input to the algorithms i.e 

Particle Swarm Optimization, Ant Colony Optimization 

and Then clusters are obtain for information retrieval 

system. 

 
 Swam Intelligence(SI) 

 

 Swarm Intelligence algorithms are – 

 

 Particle Swarm Optimization(PSO) 

 

 Ant Colony Optimization(ACO) 

 

 Artificial Bee colony Optimization(ABCO) 

 

 Bat Optimization(BO) 
 

Using all these algorithms and with the help of comparison 

between these algorithms there is a retrieval of 

information from the particular data sets, and as well as 

development of IR system also takes place. 
 

II. MODULES 

Module:1(Comparison of Swarm Intelligence 

Technique algorithms): 

Comparison of Swarm intelligence techniques algorithms 

based on reduction of dataset and computation time using 

optimization. 
Algorithms: 

 

 Particle Swarm Optimization 

 

 Ant Colony optimization 
 

 Artificial Bee Colony Optimization 

 

 Bat optimization 

 

Module:2 (Selection of Best Optimization Algorithm) 

After comparing Swarm Intelligent Technique algorithms 

identified Particle Swarm Optimization algorithm.   

 

Algorithm: Particle Swarm Optimization. 

 

Module:3 (Apply clustering algorithms on Particle 

Swarm Optimization  ) : 

In this module, we apply two clustering algorithm and 

compare those algorithm for identify best cluster algorithm 

of particle swarm optimization. 

 

clustering algorithms are: 

1. 1.k-means clustering algorithm 

 

2. 2.Hierarchical clustering algorithm 

 

Module:4 (formation of cluster of PSO) 
In this module, After applying clustering algorithm on 

particle swarm optimization identified best cluster 

algorithm i.e Hierarchical clustering algorithm. 

 

 Clusters obtain for the Best algorithm are used for 

information retrieval from system. 

 

There are many applications of IR so any kind of 

information may retrieve from the system. 

 

Module: 5 (Information Retrieval) 
In this module, Information retrieves from System. 
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III. SYSTEM ARCHITECTURE 

 
Fig.1: System Architecture 

 

IV.     ALGORITHMS 

A. Particle  Swarm Optimization(PSO): 

Particle Swarm Optimization (PSO) is a global 

optimization algorithm for dealing with problems in which 

a best solution can be represented as a point or surface in 

an n-dimensional space. Hypotheses are plotted in this 
space and seeded with an initial velocity, as well as a 

communication channel between the particles.[4]  

 

Algorithm: Pseudo code for PSO: 

1 Initialize all particles 

2 
Calculate fitness value of each 

particle 

3 
Find best fitness value out of that all 

particles 

4 

If the fitness value is better than the 

best fitness value (pBest),then Set 

pBest = current fitness value 

5 
If pBest is better than gBest, 

Set gBest = pBest 

6 
Calculate particle Velocity Use 

gBest and Velocity 

7 Update particle Data[4] 

 

   B.  Ant  Colony Optimization(ACO): 

Ant Colony Optimization (ACO), introduced by Dorigo in 

his doctoral dissertation, is a class of optimization 

algorithms modeled on the actions of an ant colony 

Artificial 'ants' simulation agents locate optimal solutions 

by moving through a parameter space representing all 

possible solutions. Natural ants lay down pheromones 

directing each other to resources while exploring their 

environment.[4]  

 

Algorithm: Pseudo code for ACO 

Scheme: 

1 Construct ant solutions 

2 
Define attractiveness τ0, based on 

experience from   solution 

3 
Define specific visibility function, η, 

for a give  problem  (e.g. distance) 

 

Ant walk 
1. Initialize ants and nodes (states) 

2. 2.Choose next edge probabilistically according to  

attractiveness and visibility 

3. Each ant maintains a taboo  list of infeasible  

transitions for that iteration 

4. Update attractiveness of an edge according to the  

number of ants that pass through 

5. Pheromone update Parameter is called evaporation rate 

6. Pheromones = long-term memory of an ant colony 

 ρ small  low      evaporation       slow adaptation 

 ρ large       high evaporation       fast adaptation 
“new pheromone” or  Δτ usually contains the    

baseattractiveness constant Q and a factor that you wantto 

optimize [4] 

 

C. Artificial Bee Colony Optimization 

Artificial Bee Colony Algorithm (ABC) is a meta-heuristic 

algorithm introduced by Karaboga in 2005, and simulates 

the foraging behaviour of honey bees. The ABC algorithm 

has three phases: employed bee, onlooker bee and scout 

bee. [3] 

 

Algorithm: Pseudo code for ABC 

1 Initialization phase 

 REPEAT 

2       Employed Bees phase 

3       Onlooker Bees phase 

4       Scout Bees phase 

5 
      Memorize the best   solution    
      achieved so Far 

6 

      UNTIL (cycle=Maximum Cycle    

      Number or       Maximum CPU    

      time) [3] 

                

D. Bat Optimization 

Bat-inspired algorithm is another nature-inspired 

optimization algorithm developed by Xin-She Yang.  

 

The algorithm is based on the echolocation behaviour of 

microbats with varying pulse rates of emission and 

loudness.  

https://en.wikipedia.org/wiki/Particle_swarm_optimization
https://en.wikipedia.org/wiki/Global_optimization
https://en.wikipedia.org/wiki/Global_optimization
https://en.wikipedia.org/wiki/Global_optimization
https://en.wikipedia.org/wiki/Velocity
https://en.wikipedia.org/wiki/Ant_colony_optimization
https://en.wikipedia.org/wiki/Optimization_(mathematics)
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Ant_colony
https://en.wikipedia.org/wiki/Parameter_space
https://en.wikipedia.org/wiki/Pheromone
https://en.wikipedia.org/wiki/Artificial_bee_colony_algorithm
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ALGORITHM: Pseudo code for BO 

 

We have to define the rules how the bat’s positions xi and 

velocities vi in a d-dimensional search space are updated. 

The new solutions xt
i and velocities vt

i at time step t are 

given by 

 fi=fmin + (fmax-fmin)β  

 vi
t=vi

(t-1) + (xi
4 – x*)fi  

Xi
t = xi

(t-1) + vi
t     

                      ………..where β ϵ (0,1) 
One solution selected from among many solutions., 

                 Xnew = Xold + Ʃ At 

                                   ………….where Ʃ ϵ [-1,1]                                                                 

At=<Ai
t>…..(average loudness of all bats)  

 

V. CLUSTERING ALGORITHMS 

1. k-means algorithm:  The algorithm is  extended to 

use K-means clustering to seed the initial swarm. This 

algorithm uses PSO to refine the clusters formed by 

K-means. Results show that both PSO clustering 

techniques have much potential. 

2. Hierarchical algorithm: This clustering algorithm 
shows step by step grouping. In Hierarchical 

algorithm use the two type of method i.e first is 

Agglomerative and second is divisive . Hierarchical 

clustering is a method of cluster analysis which seeks 

to build a hierarchy of clusters. 
 

VI. EXPERIMENTAL RESULTS 

A. Comparison of Swarm Intellingence technique 

algorithms: 

1. Ant Colony Optimization  

 
Fig. 2.1: Result of ACO 

 

 2. Particle Swarm Optimization 

 
Fig. 2.2: Result of PSO 

3. Artificial Bee Colony Optimization 

 
Fig. 2.3: Result of ABCO 

 

4. Bat Optimization 

 
Fig. 2.4: Result of BO 

 

B. Clustering Result: Clustering result described on the 

basis of following parameter which shown in table: 

1.Length 

2.Quality 

3.Size 

 
Table:1 
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Here, 1,2,3,4,5,6,7 and 8 denote  servers. 

 
Fig. 3.1 

 
1. Length:Calculate=Threashold value<100 Result=Server 

no 1,2,3,7 and 8 get the minimum distance  

 
Fig. 3.2 

 

2. Quality 

 Calculate=Max(Quality) 

 Result=Servers 7 and 8 has maximum quality 

 
Fig. 3.3 

 

3. Size 

 Calculate=Min(Size) 

 Result=Server 7 which has min size 

 
Fig. 3.4 

C. Information Retrieval Result: 

After result of clustering, we are move toward the result of 

information retrieval. Here information is retrieve using 

android application i.e MusicApp. 

 

In MusicApp, information can be retrieve i.e selection of 

songs on the basis of following conditions: 

1. Internal storage: In Internal storage, songs can be 

fetch out of its internal list. 

2. Server searching: In Server searching, songs can be 
fetch out of one or more servers that is situated 

different location.  

3. User Preferance: In this User preferance, songs can be 

fetch on basis of its user preferance. this can be 

happened on the basis of songs rating. 

 

Following Fig shows the flow of MusicApp which retrieve 

information in terms of songs selection. 

 
Fig. 4.1:MusicAPP interface 

 

 
Fig. 4.2: login page 
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Fig. 4.3:login page 

 

 
Fig. 4.4: check online 

 

 
Fig. 4.5:login successfully 

 
Fig. 4.6: Catch location of servers 

 

 
Fig. 4.7: Connected 

 

 
Fig. 4.8: Database of songs 

 

VII. CONCLUSION 

This paper gives us to retrieve data with the help of 

optimization using evolutionary   algorithm techniques. 

i.e. Swarm Intelligence Technique. Algorithms applied on 

input datasets to obtain output in the form of clusters. 

Comparison between output of these four algorithms 

(PSO,ACO,ABC,BO) gives best and efficient algorithm 
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for optimization of  Information Retrieval as per user 

query. This paper includes implementation of 

PSO,ACO,ABC,BO algorithms and applying clustering on 

best algorithm i.e PSO to find best clusters. The future 

scope for this research would be optimization of 

information retrieval system like MusicApp. 
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