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Abstract: In this letter, we propose a novel reduced-latency finite field inversion algorithm for binary extension fields 

GF(2m) using normal basis representation. A similar approach to that in Itoh-Tsujii inversion algorithm is used, 

however, the latency is significantly reduced for the time required to perform the necessary multiplications for 

inversion, which is a function of the binary length of the extension degree  of the concerned field. The latency 

of our proposed finite field inversion algorithm is always comparable to the best case scenario in Itoh-Tsujii inversion 

algorithm for any given extension degree , or equivalently, for any given GF(2m). 
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I. INTRODUCTION 

In binary extension fields GF(2m) the elements are binary 

vectors of size , the extension degree of the concerned 
field, with different interpretations depending on the used 

representation [1, 2]. In particular, targeting reduced-

latency inversion architectures in such fields is of 

paramount importance to academic researchers in the 

literature [3, 4, 5].  

 

Using Fermat's field inversion approach, given any 

nonzero element  GF(2m) with the extension degree , 
its inverse is given by 
 

                       (1) 
 

that is computed using  field multiplications by 
using square-multiply inversion algorithm, which is the 

incurred latency in using such algorithm. Note that 

 powers are free execution-time operations in using 

normal basis representation. For example, given  

and the element  GF(26), its inverse  is computed 

using  field multiplications as shown in Fig. 1. 
 

 
Fig. 1  Square-Multiply Inversion Algorithm 

 

Itoh-Tsujii algorithm (ITA [6]) is also Fermat's-based, 

however, it uses another way to approach the inverse that 

is computed with  
multiplications, which is the incurred latency in using ITA 

algorithm. Note that  is the binary length and 

 is the Hamming weight operators of the 

extension degree  subtracted by . For example, given 

 and the element  GF(212), its inverse  is 

calculated with  field multiplications as shown in Fig. 2. 

 
 

 
Fig. 2  ITA Inversion Algorithm 

 

II. PROPOSE ALGORITHM 

Our proposed reduced-latency field inversion algorithm is 

shown in Fig. 3. Certainly, when both for loops in the 

algorithm are executed in tandem, the inverse is obtained 

after the  iterate, which is equivalent to the execution 

time of  binary extension field 
multiplications. This value also represents the incurred 

latency in using our proposal. 
 

The above is achieved by running two processes in tandem 

(or two processors in hardware-mapping), whereby the 

first process calculates the binary extension field 

multiplications that depend on  term, and the 
second process calculates the binary extension field 

multiplications that depend on  term, as evident 
from the proposed reduced-latency inversion architecture 

in Fig. 4.  

 

Since both processes are running concurrently, this 

approach renders inverse calculation independent of the 

execution time required for performing the binary 

extension field multiplications that depend on  

term for any extension degree . Thus, the latency is 
significantly reduced to the execution time of 

 binary extension field multiplications. 
However, the total number of multiplications required for 

inversion is same that required by ITA algorithm. 
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Fig. 3  Reduced-Latency Inversion in GF(2m) 

 

For example, given , the inverse of a nonzero 

element  GF(216) is computed using our proposed 
reduced-latency architecture in GF(2m) as shown in Fig. 5. 

 

From Fig. 5, despite the use of 6 multipliers, the latency is 

equivalent to the execution time of 4 binary extension field 

multiplications, i.e., =4. This is 
because multipliers pointed to by the curved-lines (2, 3) 

are running concurrently. For this specific example, the 

latency of ITA algorithm is equivalent to the execution 

time of 6 binary extension field multiplications. 

 
Our proposed field inversion algorithm achieve its utmost 

competitive advantage in comparison with ITA algorithm 

for the extension degrees , or equivalently in the binary 

extension fields GF(2m), in which  for 

any positive integer  (i.e., ). Such  values 
represent the worst cases in using ITA algorithm. This is 

because the number of binary extension field 

multiplications those necessary for inversion and the 

corresponding latency is maximized, and is given by the 

value  for the given  as above. 
 

III. CONCLUSIONS 

In this letter, we proposed a novel reduced-latency field 

inversion algorithm, along with its architecture, for binary 

extension fields GF(2m) using normal basis representation 

for the field elements. However, it can be easily modified 
for use with other extension fields and representation 

bases. 

 

The followed inversion approach is similar to that used in 

Itoh-Tsujii inversion algorithm, however, the latency is 

significantly reduced to the execution time of a number of 

multiplications equal to the binary length of the extension 

degree  of the concerned GF(2m). Unlike the case 
in Itoh-Tsujii inversion algorithm, the latency in our 

algorithm is fixed and it is independent of the Hamming 

weight in  of the concerned binary extension field. 
 

 
Fig. 4  Proposed -  Inversion Architecture 

   

 
Fig. 5  Proposed - Inversion Example 
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