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Abstract: Image pre-processing is the name for operations on images at the lowest level of abstraction whose aim is an 

improvement of the image data that suppress undesired distortions or enhances some image features important for 

further processing. It does not increase image information content. Image pre-processing tool, created in Matlab, 

realizes many brightness transformations and local pre-processing methods. The proposed solutions focus on applying 

Neural Network Algorithm model for character recognition. The primary function of which is to retrieve in a character 
stored in memory, when an incomplete or noisy version of that character is presented. The idea is to create a theoretical 

and practical basis of preprocessing for character recognition using forward-feed neural networks. The Feed Forward 

Algorithm gives insight into the enter workings of a neural network; followed by the Back Propagation Algorithm 

which compromises Training and Testing. 

 

Keywords: Character Recognition, Feed Forward Neural Network, Multi layer Perceptron, Supervised learning, SURF 

Feature. 

 

I. INTRODUCTION 

A Neural Network is an information processing paradigm 

that is inspired by the way biological nervous systems, 

such as the brain, process information. The key element of 
the NN paradigm is the novel structure of the information 

processing system. It is composed of a large number of 

highly interconnected processing elements (neurons) 

working in unison to solve specific problems. A NN is 

configured for a specific application, such as character 

recognition or data classification, through a learning 

process [1]. Neural network adopt various learning 

mechanism of which supervised learning and unsupervised 

learning methods have turned out to be very popular. In 

supervised learning, a teacher is assumed to be present 

during the learning process, i.e. the network aims to 
minimize he error between target (desired) output 

presented by the teacher and the computed output to 

achieve better performance. However, in unsupervised 

learning, there is no teacher present to hand over the 

desired output and the network therefore tries to learn by 

itself, organizing the input instances of the problem. NN 

Architecture has been broadly classified as single layer 

feed forward networks, multilayer feed forward networks 

and recurrent networks, over the year several other NN 

[3]. The training patterns are applied in some random 

order one by one, and the weights are adjusted using the 

back propagation learning law. Each application of the 
training set patterns is called a cycle. The patterns have to 

be applied for several training cycles to obtain the output 

error to an acceptable low value. Once the network is 

trained, it can be used to recall the appropriate pattern for 

a new input pattern. The computation for recall is 

straightforward, in the sense that the weights and the 

output functions of the units in different layers are used to 

compute the activation values and the output signals [4].  

 

The signals from the output layer correspond to the output. 

Artificial neural network have been developed as 

generalization of mathematical model of human cognition 
or neural biology based on the assumption: 

 

a) Information processing occurs at a simple element x 

called neuron. 

b) Signals are passed between the neurons over 

connected link. Each connection link has associated 

weight which in typical neural net multiply the signals 

transmitted. 

c) Each neuron applies to its activation function to its net 

input to determine the output signal [2]. 

 
Many reports of character recognition in English have 

been published but till high recognition accuracy and 

minimum training time of handwritten English characters 

using neural network is an open problem. Therefore, it is a 

great important to develop an automatic handwritten 

character recognition system for English language [3]. 
 

In this paper, efforts have been made to develop automatic 

handwritten character recognition system for English 

language with high recognition accuracy and minimum 

training and classification time.  
 

Experimental result shows that the approach used in this 

paper for English character recognition is giving high 

recognition accuracy and minimum training time [4]. 

 

In contrast to limitations of classical computing, Artificial 

Neural Networks (ANNs), that were first developed in the 

mid 1900‟s serve for the emulation of human thinking in 

computation to a meager, yet appreciable extent [4]. 
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i)  Steps For Character Recognition 

 
Fig 1:  Generic Character Recognition Model 

 
A. Image Acquisition 

In Image acquisition, the recognition system acquires a 

scanned image as an input image. The image should have 

a specific format such as JPEG, BMT, etc. This image is 

acquired through a scanner, digital camera or any other 

suitable digital input device [6, 7].  
 

B. Pre-Processing 

The pre-processing is a series of operations performed on 

scanned input image. It essentially enhances the image 

rendering it suitable for segmentation. The role of pre-

processing is to segment the interesting pattern from the 

background. Generally, noise filtering, smoothing and 

normalization should be done in this step. The pre-

processing also defines a compact representation of the 

pattern. Binarization process converts a gray scale image 

into a binary image. Dilation of edges in the binarized 

image is done using sobel technique [10].  
 

C. Segmentation  

In the segmentation stage, an image of sequence of 

characters is decomposed into sub-images of individual 

character [9]. In the proposed system, the pre-processed 

input image is segmented into isolated characters by 

assigning a number to each character using a labelling 
process. This labelling provides information about number 

of characters in the image. Each individual character is 

uniformly resized into pixels.  

 

D. Feature Extraction 

In this stage, the features of the characters that are crucial 

for classifying them at recognition stage are extracted. 

This is an important stage as its effective functioning 

improves the recognition rate and reduces the 

misclassification. Diagonal feature extraction scheme for 

recognizing off-line handwritten characters is proposed in 
this work [8, 9]. Every character image is divided into 

equal zones, each of size 10x10 pixels. The features are 

extracted from each zone pixels by moving along the 

diagonals of its respective 10x10 pixels.  
 

E. Classification and Recognition  

The classification stage is the decision making part of the 

recognition system [3]. A feed forward back propagation 

neural network is used in this work for classifying and 

recognizing the handwritten characters. The pixels derived 

from the resized character in the segmentation stage form 

the input to the classifier. The neural classifier consists of 

two hidden layers besides an input layer and an output 

layer. The total number of neurons in the output layer is 26 

as the proposed system is designed to recognize English 

alphabets [6].  
 

F. Post- processing  

Post-processing stage is the final stage of the proposed 

recognition system. It prints the corresponding recognized 

characters in the structured text form by calculating 

equivalent ASCII value using recognition index of the test 

samples. 
 

II. LITERATURE REVIEW 

S.P. Kosbatwa, S.K. Pathan [3]: In this paper, use of 

artificial neural network in applications can dramatically 

simplify the code and improve quality of recognition while 
achieving good performance. Another benefit of using 

neural network in application is extensibility of the system 

– ability to recognize more character sets than initially 

defined. Pattern association using back propagation 

algorithm is essential and helpful to optimize the 

association of input pattern to output pattern in the neural 

network. This approach can be used for pattern 

classification. 
 

Kauleshwar Prasad [5]: In this paper, focus on recognition 

of English alphabet in a given scanned text document with 

the help of Neural Networks. This paper carries out a 

study of various feature based classification techniques for 

offline handwritten character recognition. The feature 

extraction step of optical character recognition is the most 

import. At the current stage of development, the software 

does perform well either in terms of speed or accuracy but 

not better. It is unlikely to replace existing OCR methods, 
especially for English text. A simplistic approach for 

recognition of Optical characters using artificial neural 

networks has been described. 

 
Sunith Bandaru [11]: Develop a multi-layered neural 

network based algorithm using which a computer can 

learn to identify handwritten characters. A GUI is 

designed in MATLAB which enables the user to either 

train or test the network on a „one character at a time‟ 

basis. We have used a six element feature vector which is 
found to be sufficient for reliably identifying all characters 

that can be entered using a standard US English QWERTY 

keyboard. 
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Jingxin Hong, Wu Lin, HaoZhang [12]: In the paper, an 

image mosaic algorithm based on SURF feature matching 

is proposed. The algorithm uses SURF operator which has 
strong robustness and superior performance to extract 

features instead of conventional SIFT operator. The 

extracted features are matched by a novel matching 

scheme-fast bidirectional matching. 
 

Ivan Kastelan, Sandra Kukolj [13]: In this paper, proposed 

a system for text extraction based on the open-source OCR 
algorithm. Preparation steps for OCR were developed 

which detected text regions in the image, and OCR was 

run on detected regions to read the text. The system is 

used for functional verification of TV sets. Text on the 

grabbed image is read in order to verify whether the TV 

responds to remote control commands successfully. 
 

Anita Pal [16]: Neural network is playing an important 

role in handwritten character recognition. Many reports of 

character recognition in English have been published but 

still high recognition accuracy and minimum training time 

of handwritten English characters using neural network is 

an open problem. Therefore, it is a great important to 

develop an automatic handwritten character recognition 

system for English language. In this paper, efforts have 

been made to develop automatic handwritten character 

recognition system for English language with high 

recognition accuracy and minimum training and 
classification time.  
 

Sumedha B. Hallale [17]: In this paper, Optical character 

recognition is a typical field of application of automatic 

classification methods. In this paper, we have introduced a 

whole new idea of recognition of isolated handwritten 

digits which is known to be a difficult task and still lacks a 

satisfactory technical solution. Handwritten character 
recognition is a field of image processing as well as 

pattern recognition. There are two approaches for the 

pattern recognition such as statistical and structural. In 

statistical approach, the series of characteristic 

measurements of the input data is generated on the 

statistical basis and is assigned to one of the n classes. The 

structural description of the object is based on the 

interconnections and interrelationships of features of input 

data. In general, both approaches are widely used in the 

pattern recognition. 
 

Rakesh Kumar Mandal [18]: In this paper, to improve the 

performance of the previously applied methods. The input 

image matrix is compressed into a lower dimension matrix 

in order to reduce non -significant elements of the image 

matrix. Compared to the previously tried methods of 

segmentation Column-wise segmentation is a better 

approach than the row-wise segmentation as segmentation 
of the matrix column-wise produces more variation in the 

patterns and helps to obtain a sharp eye in the 

identification of the pattern. 
 

Muhammad Naeem Ayyaz1 [19]: Proposed a handwritten 

character recognition system based on a hybrid feature 

extraction technique has been presented. The system 
comprised three main stages, i.e. pre-processing, feature 

extraction technique, and SVM based 

training/classification. The proposed hybrid feature 

extraction technique, as experiments revealed, proved to 

capture local and global variations in handwritten 
character styles. The extracted feature vector was a 

combination of correlation function based features and 

some statistical/structural features. 

 

III. CONCLUSION 

In this paper, we propose the neural networks and Surf 

Feature Extraction technique for Character Recognition 

and enhancement. BPNN and Surf Feature technique will 

be used. The evaluation will be based on the PSNR, MSE. 

The proposed approach i.e., improved technique for 

Character Recognition using Neural Network will exhibit 
outcomes of noise reduction and image quality 

improvements, with different noise levels, which will 

qualify it to be suitable for image processing and Pattern 

matching. 
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