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Abstract: In this paper, we present a novel face rotation methodology, which generates multi-pose faces from one single 

frontal face image.  The proposed method has two major parts: the first part automatically detects twelve initial landmark 

points, on a given face image for the initialization of the facemask, and the second part applies Gabor-tensors to represent 

the texture and shape modelling. The proposed method uses both texture and shape information. Texture information is 

obtained by using spatial frequency in different sizes and orientations. Shape information is obtained by applying the 

Gaussian model. Experimental results on publicly available face databases show that the proposed approach gives high 

recognition rates on non-frontal images and it impressively outperforms the performance of other state-of-the-art methods 

such as active appearance model (AAM), 3D morphable models and their expanded methodologies. 
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I. INTRODUCTION 

Although there has been much interest in face recognition, 

several problems have raised such as face pose [1] and 

illumination [2],[3], [4], [5]. Recovering the geometry and 

texture of a human face from outdoor images remains a very 

important, yet a challenging issue.  Zhao et al. [6] conducted 

a survey on real-world problems. Among them, especially 

face pose and illumination have been reported as two major 

problems. Furthermore, Chutorian et al. [7] conducted a 

survey on face pose methodologies. He compared eight 

different methodologies. He says that model-based tracking 

approaches provide promising results under high-resolution 

conditions. Although there are many works done for pose 

invariant feature extraction, the methods fail in real world 

conditions [8], [9], [10]. To overcome these problems, many 

studies on invariant feature extraction under various face 

poses [11] as well as the estimation of face angle [12], [13] 

have been proposed. Breitenstein et al. [14] proposed a real-

time estimation of a face pose by using range images. They 

used nose tip for angle determination and a precompiled face 

database for angle estimation.   

Feature extraction methods use either holistic face features 

or local features. Holistic approaches are fast and stable if 

the testing and training environments are the same [15]. 

Local feature approaches are computationally expensive and 

weak to illumination conditions [16].  

As an alternative feature extraction, Active Appearance 

Model (AAM) has been introduced by Edwards et al. [17], 

and AAM has been expanded by Cootes et al. [18], [19]. 

AAM is a generative parametric model that describes both  

 

 

shape and appearance of a given object. AAM is originally 

inherited from Active Contour Model (ACM) [20] and 

Active Shape Model (ASM) [21], and it integrates the idea 

of Eigen-faces [22]. It was initially used for medical image 

processing to trace the activity of a brain [23], [24]. AAM is 

now widely used for various purposes such as face 

alignment [18], face feature tracking [25], [26], feature 

classification [27], feature extraction [28], [29] and pose 

correction [30], [31], [32].  Hyung offered a different 

method of AAM called Tensor-AAM [33]. He used a tensor 

structure to have variation specific vectors.  He obtained 

tensor structure by a multiplication of training coefficient 

vectors with constituent basis vector mixture. His method 

improves the originally proposed AAM [34]. However, 

small fitting errors in his approach cause significant 

performance drop. To improve the fitting errors, Scott et al. 

[22] proposed gradient orientation instead of intensity. The 

approach is quite different from other proposed approaches 

[35], [36], [37]. In his method, although convergence speed 

is faster, the failure rate is high. Direct appearance models 

(DAMs) predict shape parameters directly from texture [38]. 

Li et al. [39] extended DAM for multi-view face alignment.  

Yan proposed texture-constrained ASMs (TC-ASMs), where 

the shape update predicted by an ASM is combined with the 

shape from a global texture model such like the one in AAM 

[40]. Jiao et al. [41] and Yu et al. [42] used Gabor texture 

representation in AAM. Furthermore, Jiao used a generic 

algorithm to model the Gabor feature distribution for 

improving the errors that occur during illumination and 
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expression changes.  Su et al. [43] proposed a texture 

representation method by combining Gabor wavelets and 

local binary patterns (LBP). Blanz et al. [44] used an optical 

flow for building the Morphable Model. Morphable models 

have been studied in the field of face analysis and shape 

reconstruction [45]. John et al. [46] proposed 3D morphable 

models for recognizing faces. It is successful in certain 

environments but the performance degrades due to the fitting 

errors in unconstrained environments. Wang et al. [47] 

introduced an alternative method for face reconstruction by 

using morphable models. Asthan et al. [54] proposed a pose 

invariant face recognition by using 3D pose normalization. 

The approach fully depends on 3D technique and the 

processing speed is slow compared to AAM-based 

approaches. 

In this paper, we propose a novel approach for rotating a 

frontal face into various angles. We detect 12 initial data 

points for facemask initialization. The detection of twelve 

points is done by Haar-like features and then refined by 

Scale-Invariant Feature Transform (SIFT) in order to have a 

better representation of face images. We compute the 

derivatives of the residuals for each precompiled model, 

input face image by extracting the Gabor-tensor features, 

and use the derivatives to compute the update steps via an 

iterative matching algorithm. We apply illumination 

normalization proposed by Tan and Triggs [48] before the 

feature extraction.   

The paper is organized as follows: In section 2, we explain 

overall architecture and in section 3, the technical details of 

the texture, shape and frequency modelling are given in 

detail. Section 4 gives the experimental results. The results 

of face rotation based on the proposed method here are done 

by using major face databases and the results and rotation 

degree and success rates are given in this section. Finally, 

section 5 concludes the work. 

II. OVERALL SYSTEM FLOW 

Fig. 1 shows the overall structure of the proposed method. In 

our proposed method, we propose an automated face rotation 

methodology, which includes automatic face detection, 

landmark detection, and face synthesis (fig. 1) 

Input 
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Illumination 
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Mask 
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Texture 
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Shape 
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Face 
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Fig. 1. Overall structure of the proposed method 

Input image is the cropped 2D face image. Landmark 

detection is performed by pretrained haar-like cascades 

based on Lienhart’s technique [56]. Because of haar-like 

cascades, a total of 12 points consisting of face coordinates, 

nose, mouth corners and the center of mouth is detected (fig. 

2). Furthermore, we apply SIFT to do a coarse-to-fine-search 

around these points. Coarse-to-fine-search approach is 

necessary step to determine the exact location of the face 

components. The more accuracy we obtain, the less iteration 

we use for the model fitting. Hence, we save time for model 

fitting while increasing the accuracy of the face warping. 
  

III. FACE MODELING BY TEXTURE AND SHAPE 
 

A. Model training 

In order to make a model, which is robust to environmental 

changes, we need a number of marked face images. We train 

the images and create a training model. We use Gabor-tensor 

filters to extract multi-scale and multi orientation 

information from face images. Each face part is trained and 

grouped. For example, eye patterns from all images are 

extracted and their features are transformed into spatial-

frequency subdomain. After the points from all other face 

parts including nose, mouth, and chin areas are detected, the 

features are extracted and unified to create one feature 

domain from subdomains. The quality of the model training 

is directly related to the orientation and scale of the Gabor-

tensor filters. The robustness of Gabor-tensor filters comes 

from their circular structure.  In addition, the amount of 

shape and texture variation that is caused by changes in 

illumination is significantly less for the proposed method 

than other proposed AAMs.  

 

The training presented in this paper covers poses with yaw 

angles from −45 to +45 degree and pitch angles from −30 to 

+30 degree. Face images in this range were trained using 

data from the USF Human ID DB [49], Extended Yale DB, 

CMU-PIE database and the MultiPIE DB [50]. From the 

Multi-PIE DB, we used 200 people in poses 05 1, 05 0, 04 1, 

19 0, 14 0, 13 0, and 08 0 to capture the shape and texture 

information induced by pose, and 50 people in 18 

illumination conditions to capture the texture variation 

induced by different illumination conditions. For the training, 

we manually marked 120 images and 57 points were marked 

in each face image.  These 57 points are selected from lower 

face boundary, mouth, nose, eyes, and eyebrows. We used 

fully automated process during testing. No manual marking 

or selection has been done during the testing. 

  

 

B. Model building 

 

12 initial data points are detected 

and coarse-to-fine search is applied 

by using SIFT. 
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After model training, we need to construct a model for face 

images. Constructed model is fit to the face and it does not 

displace its position so that proper face features are extracted. 

Extraction of proper face features is specifically important if 

subject is moving. Proposed techniques prevents the effects 

of movement by using tracking algorithms. As we consider a 

face manipulation for many-to-many face surveillance, 

tracking of multiple faces is not always satisfactory. In our 

method, we establish a model that fits to the face. Fitting 

quality depends on model building and model training. 

 

 
 

(a) Initial detection    (b) Initial points    (c) Face mask 

Fig. 2. Face landmark locations 

 

Fig.2 (a) shows the initial landmark points, which are 

automatically detected by using Haar-like filters and refined 

by SIFT. Fig.2 (b) is the points only. Outer four points are 

the face boundary points and internal points are the 

landmark coordinates. Fig. 2(c) is the face shape model.  Fig. 

3 shows an entire procedure of the proposed technique. 

Determination of twelve landmark points is automatically 

done by using the same procedure during face initial point 

marking. Fitting an AAM to a new image is generally 

accomplished in an iterative way and it requires accurate 

model initialization to avoid converging to bad local minima.  

Let 𝑡  denote mean texture vector in the reference image, 𝑠  
denote the mean shape vector and 𝐺𝑡 , 𝐺𝑠  be the feature 

matrices of Gabor wavelet for the shape and texture 

dispersions computed from the training set. 

 

𝐭 = 𝒕 + 𝑮𝒕𝑷𝒕 + 𝜽                                                                         
s = 𝑠 + 𝐺𝑠𝑃𝑠 + 𝜃                      (1) 

 
where, t is the texture data of the synthesized face, s is the 

shape data of the synthesized face. P is the adjusting 

parameter of the annotation mask and  𝜃  is the angle 

variation. 

Let Pt  be face texture features, Ps  be share features. To 

obtain the combined shape and texture data, Pt  and Ps  are 

combined as  

 

P =  
𝑊𝑠𝑃𝑠
𝑃𝑡

 =  
𝑊𝑠𝐺𝑠

𝑇(𝑠 − 𝑠 ) + 𝜃

𝐺𝑡
𝑇(𝑡 − 𝑡 ) + 𝜃

                     (2) 

 

where Ws  represents the Gabor-tensor features in matrix 
shape. A face can be described by Gs  and Gt . 

Gs  and Gt are Gabor-tensor features which are obtained by 

the convolution of impulse function and Gaussian envelope. 

Gs  and Gt  are used to get fourth-order tensor in G ∈
𝑅𝑛1×𝑛2×𝜇×𝛾 .  𝑛1, 𝑛2 gives the pixel location. The entries of 

4
th

 tensor are complex numbers. There are 40 components in 

4
th

 tensor and each of its components contains the magnitude 

part of the output.  

 

Gμ,γ z  =
 kμ,γ 

2

σ2
exp(

 kμ,γ 
2
 z  2

2σ2
)

×  exp(ikμ,γ × z) − exp(
σ2

2
)  

 

(3) 

 
where μ is the scale, γ is the orientation and typically, μ = 5, 

γ = 8 . z  is variable in z domain. k is the frequency vector 

which determines the scale and orientation. The term 

exp(
σ2

2
) is used to make DC components zero to minimize 

the illumination effects. σ determines the oscillation under 

Gaussian envelope and it is set to 2π to derive the Gabor 

representation by convolving face images during testing. In 

fourth-order tensor, first two values are the pixel values, 

third value is the scale and fourth value is the orientation. 

The entries of the fourth-order tensor are complex numbers 

and the magnitude part of the tensor is defined as Gabor 

feature.  We compute the Gabor for both scale and 

orientation separately to remove the computational 

complexity. Let Gs  be the summation of all Gabor filter 

convolution in vertical axis and Gt  be the summation of all 

filters output in horizontal axis. Horizontal axis is the 

summation of the scale parameter and vertical axis is the 

summation of the lambda orientation parameter. Then,  

𝐺𝑠𝑢𝑚 = 𝐺𝑠 + 𝐺𝑡                                                 (4) 
 

where 𝐺𝑠 ∈ 𝑅𝑛1×𝑛2×𝜇  , 𝐺𝑡 ∈ 𝑅𝑛1×𝑛2×𝛾  and 𝐺𝑠𝑢𝑚 ∈ 𝑅𝑛1×𝑛2 .  
𝐺𝑠  and 𝐺𝑡  are 3

rd
 order tensor and 𝐺𝑠𝑢𝑚  is the 2

nd
 order 

tensor. 

After obtaining the shape and texture model, all the testing 

images are warped to the mean shape and a vector set is 

obtained as seen in (2).  

To use Gabor-tensor-based Active Appearance Model 

(GAAM), we need an automatically iterating fitting method, 

namely P in (3). Cootes proposed an iterative scheme to find 

P. It starts with an initial value for p, and converges to the 

optimal value by minimizing the difference between the 

target image and the image synthesized by the model. p is 

the estimation value of P. 

During the model iteration step, the current face residual 

between the training shape (𝐺𝑠(𝑝)) and the training texture 

(𝐺𝑡(𝑝)), the mean shape is recomputed by using 
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r p = 𝐺𝑠 𝑝 + 𝐺𝑡 𝑝                            (5) 

 

By using the Gauss-newton method, the approximation by 

using first-order Taylor expansion can be done by 

r p + δp ≈ 𝑟 𝑝 +
𝜕𝑟

𝜕𝑝
𝛿𝑝                                      

(6) 

 

Building the derivative with respect to p and setting it to 

zero give the following equation 

 

𝛿𝑝 = − 
𝜕𝑟

𝜕𝑝

𝑇
∗

𝜕𝑟

𝜕𝑝
 
−1

𝜕𝑟

𝜕𝑝

𝑇
𝑟(𝑝)                              

(7) 

 

Training is done once and each parameter is displaced from 

its value. During the iteration, the current situation is 

subtracted from the future predictions. Furthermore, we 

trained right faces, left faces, up and down faces from 

Extended Yale database, USF Human ID DB, MultiPIE 

DB and CMU-PIE database, which contain light-controlled 

face images. We selected approximately 30 images from 

each set. 

(a) left  face samples 

                                       

(b) right face samples 

(c)   Faces from down view  
(d)   Faces from top view 

 
Fig. 1. Training set for face synthesis 

 

In fig.3, there are four groups. We construct a multi-view 

training set model. This leads an improved speed and 

robustness in accuracy of the model generation. It is because 

of the fact that train set is separated into a number of subsets. 

Each subset consists of small training set and less feature 

variation. We build a separate texture and frequency model 

by sampling the pixels of the face and its frequency 

components by using Gabor tensor features. For simplicity, 

we use the same set of landmarks in each group, namely 

twelve points as given in fig. 2(b). In our training set, we 

used four subsets and each subset contains 30 images which 

leads 120 images in four subsets.  

 

C. Face synthesis 

 
Major point of the face synthesis is the accurate synthesizing 

of frontal faces from one single face photo image. The 

process consists of five major stages for face synthesizing. 

The first stage is that face is detected by face detection, the 

landmark detector determines twelve initial locations from 

eyes, nose and mouth region. The second step is that 

potential interest points are identified over location and scale 

by constructing a Gabor-tensor pyramid and searching for 

local peaks (termed keypoints). In the third stage, candidate 

points are localized to sub-pixel accuracy and eliminated if 

there is any unstable point. The fourth step identifies the 

dominant points from each candidate points based on its 

local image patch. Finally, local image descriptors are built 

for each point. Local gradient data is used to create point 

descriptors. The gradient information is rotated to line up 

with the orientation of the point and then weighted by a 

Gabor-tensor features with variable scale. This data is then 

used to create a set of histograms over a window centered on 

the points. In this paper, we use SIFT as local image 

descriptor. Furthermore, to make the model robust to 

illumination changes, we use an illumination normalization 

technique proposed by Tan and Triggs.  

 
 

Fig. 2. Face rotation and feature points 

 
GAAM is a Delaunay triangle sets connected to each other 

as shown in fig. 4. The feature points are projected into a 

different feature space by comparing it with the database set. 

All the points are automatically detected. 
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(a)  Before Iteration              (b) After iteration 

 

Fig. 3. GAAM masking error and iteration error correction 

 

In GAAM, we fit a GAAM to a 2D frontal face and show 

the resulting model with warped texture. If the GAAM mask 

is directly applied to the face without using initial data point, 

we get some misaligned face data points as in fig. 5(a). 

However, consecutive iterations helps to correct these as 

observed in fig. 5(b). We apply the GAAM to the initial data 

points to reduce the misalignment of the GAAM in the 

initial steps.  

IV. EXPERIMENTAL RESULTS 

 
We perform extensive evaluations on the proposed method 

for face recognition. Publicly available face databases, CMU 

PIE [52] and Extended Yale-B [53], are used.  

 

A. Data preparation for Face recognition evaluation 

 
The CMU PIE database contains 41,368 images of 68 

subjects with 500+ images for each. The face images were 

captured by 13 synchronized cameras and 21 flashes, under 

varying pose, illumination, and expression. For each subject, 

we manually select 168 images that cover large illumination 

variation, pose variation, and moderate variety in expression, 

constituting a challenging face database for recognition task. 

We randomly choose the images. Their selection is not 

critical for the testing.  

The Yale face database B contains 5,760 single-light-source 

images of 10 subjects, each under 576 viewing conditions (9 

poses 64 illumination conditions). The extended Yale Face 

Database B contains 16,128 images of 28 human subjects 

with the same condition and data format as in the previous 

database. We combine these two databases to include 98 

subjects in total. The images are automatically cropped and 

resized to 50 x 50 pixels.  

 

B. Comparison results 
 

TABLE 1 Face recognition performance comparison by 

using FRGC v2.0 

 
Faces GAAM AAM AAM-

CCA 

Number of people in 

gallery 
625 625 625 

Number of people in 

probe 
50 50 50 

Recognition rate  95% 85% 90% 

FRR in FAR=1% 4% 7% 5% 

EER Rate 1.7% 4% 3% 

 

For measuring the recognition performance, we used one 

image in gallery and around fifty images per person in probe.  

We chose 98 people under 10 different lighting conditions 

for gallery by combining CMU-PIE DB, Yale DB(extended 

Yale DB and YaleB-DB). We used extra images from rest of 

people by combining FRGC V2.0 DB set. Table 2 shows 

these results. 

 

TABLE 2 Face recognition performance comparison by 

using CMU-PIE DB+Yale DB 

 

Faces GAAM AAM AAM-

CCA 

Number of people 

in gallery 
98 98 98 

Number of people 

in probe 
10 10 10 

Recognition rate  93% 76% 88% 

FRR in FAR=1% 5% 10% 7% 

EER Rate 3% 6% 4% 

 

We used Gabor+PCA approach as the face recognition 

algorithm. We used one image per person for gallery and 

several images per person in probe. The input image (One 

frontal image) is taken as input and 12 rotated faces from 

this image are used for enrollment. Probe images are not 

rotated, not processed by GAAM. We generate 10 images 

which have pose angles with 5 degree ( -30, -25, -20, -15, -

10, -5, +5, +10, +15, +20, +25, +30). We rotate the input 

image from left to right. We do not include up/down, pitch 

angles in this test. 

 

TABLE 3 Performance comparison in terms of fitting speed 

with 400 training set 

 
Faces GAAM AAM AAM-CCA 

Training samples 400 400 400 

Number of 

annotation 
57 57 57 

# of average iteration  10 10 10 

Fitting speed 55ms 88ms 41ms 
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Fitting error in pixel 3.2% 8.6% 6.3% 

TABLE 4 Performance comparison in terms of fitting speed 

with 1000 training set 

 

Faces GAAM AAM AAM-CCA 

Training samples 1000 1000 1000 

Number of 

annotation 
57 57 57 

# of average iteration  10 10 10 

Fitting speed 105ms 242ms 176ms 

Fitting error in pixel 0.7% 4.9% 2.8% 

 

We compared the GAAM with the default AAM and AAM-

CCA under different criteria. AAM is the default one, which 

was proposed by Cootes. AAM-CCA is the 

reimplementation of the AAM by using canonical 

correlation analysis. We implemented both AAM-CCA and 

AAM in matlab and compared them with our methods.  

We compared GAAM with these two methods and its results 

are given in table 1 to table 5. As seen in table 3, 4, two 

training sets are used. One is small set, which includes 400 

images, and other one is big training set with 1000 images. 

In table 3, we used 400 images in training set. GAAM fitting 

speed was 55ms. AAM gave 88ms with worse error rate. 

AAM-CCA performed the fitting faster than GAAM and 

AAM but the error rate was worse than GAAM and better 

than AAM.  

The results in table 4 show that the fitting speed becomes 

slower but the error rate significantly improves for all 

methods. GAAM gives 105ms with better convergence time 

while AAM gives 242ms and AAM-CCA gives 176ms. In 

table 3, it was 55ms  in GAAM,  88ms in AAM and 41ms in 

AAM-CCA. Although fitting speed by using big training set 

as in table 4 is the slowest one compared with table 3, the 

error rate is the lowest.  

TABLE 5 Comparison of GAAM with the existing methods 

 

Faces GAAM 3D-SFS 

[55] 

3D 

Morphable 

model  [47] 

Training samples 1000 200 1200 

Number of 

annotation 
57 57 57 

Max. 

Angle(possibility) 
67.5 50 90 

Speed 105ms 250ms 270ms 

Error rate 0.7% 7% 2.3% 

 

We also compared the GAAM with the 3D face 

reconstruction methodology by analyzing the shape-from-

shading (SFS). The basic idea of SFS is to infer the 3D 

surface of object from the shading information. In addition, 

we compared our method by using 3D morphable model, 

which is one of the state-of-the-art methodologies. Unlike 

3D-SFS, there is no restriction with respect to illumination 

models or reflectivity functions in 3D morphable models. In 

3D-SFS, the training images are just two. However, for each 

angle, one training sample must be prepared. The 3D-SFS 

methods extract the reflection model from the face surface. 

This is very time consuming process. In general, 3D 

reconstruction takes 250ms. GAAM spends only 55ms to 

generate the rotated faces from one single face. Furthermore, 

GAAM gives 3.2% error rate but 3D-SFS gives 12%. It is 

because 3D-SFS perfectly relies on features extracted under 

reflection. Reflection model computation is an ill-posed 

problem due to the complexity of the light. To prevent it, 

there are strict restrictions for the input face.  However, 

GAAM does not have strict restrictions. On the other hand, 

3D morphable model outperformed GAAM and 3D-SFS by 

providing the lowest fitting error rate. Most of errors happen 

due to the illumination issue. Error is computed by the 

deviation from the pixel values of frontal face. 

 

C. Synthesized face results 
The warped faces after the synthesizing are given below. 

After the face warping, the face geometry is kept 

proportional and only face angle changes. Head pose is the 

same for the all people as seen in below sample images. The 

warped part is drawn on the original face image. The 

boundary of the synthesized face seems like a distortion. 

However, it is especially kept and it is not a distortion. Here, 

perfect warping is done by keeping the face feature 

proportion for all face features. Keeping the face portion is 

very important for face recognition. Therefore, the quality of 

image warping is critical for keeping the recognition error as 

low as possible.  

 

 

 

 

 

 

 

 

 

 

 

 

(a)                 (b)                   (c)                     (d) 

Fig. 4. Face reconstruction in actual images.  

(a) original image, (b) 30 degree left-rotated,  (c) 15 degree 

left-rotated, (d)  5 degree right rotated 

As seen in fig. 6, GAAM is applied to the original images 

and the synthesized face is applied to the original face. Faces 

are natural and the faces after iteration are not distorted. 

More angles in different view aspects can be added and 
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warped to the original image. We only showed left and small 

right rotation faces. Especially Fig. 6(b) is rotated as much 

as 45degree.  

 

 

 

 

 

 

 

 

Fig. 5. Synthesized faces 

 

In fig. 7, different face synthesized images are shown. Fig. 

7(a) shows the left rotated faces, (b) shows the right and left-

down rotated faces and (c) shows the left and left-down-up 

faces.  We synthesized different illumination faces to see the 

rotation performance under reflection and shadow faces. In 

fig. 7(a), the training set trained by using left angle is used. 

In a similar way, the training set trained by using right angle 

is used.  

In fig. 7(b), The shadows in fig. 7(b) are also kept 

unchanged after the synthesizing, Rotation to left-up, left-

down, right-up, right down gave some deformations as it can 

be observed in fig,. 7. These are due to the training database. 

We did not use such pose faces in training database. We 

forced the software to rotate the face to these orientations to 

see the deformations. We confirmed that the faces are 

generated in different poses successfully without much 

deformation. Gabor filters are round shaped and they are 

tolerable for different face poses. They can extract the local 

features without being affected by small face poses. This 

good feature of Gabor filters is used during training as well 

as testing steps. During the training step, there is no need to 

include all the different angles of faces. For example, face 

poses until 30degree left poses allow us to generate face 

posed images up to +15 degree. This degree varies with the 

Gabor scale and orientation. Our five scales and eight 

orientation gives up to +15 degree.  We have not 

experienced the different Gabor sizes during our tests and it 

remains as a task for future direction of the research. 

Deformation rate of Face rotation is measured by comparing 

the deviation from the original face images on the same 

angle value. For example, we would like to rotate an image 

by 45degree. We rotate the face image and compare the 

resulting image with a rendered face images with 45 degree 

angle.  

V. CONCLUSION 

We introduced a face synthesis algorithm, which generates 

rotated faces from one single face image. To achieve this, 

we proposed Gabor based active appearance model (GAAM). 

GAAM extracts the features of input image and correlates 

them with the training efficiently and successfully. By using 

its multiple training structures as well as the Gabor 

decomposition applied to the face image yields significant 

improvements of the active appearance model performance. 

After the computation of GAAM, both face mask fitting and 

face generation is done in very short time. 

Empirical results show that GAAM is faster than original 

AAM but slower than AAM-CCA method. In addition to 

this, recognition performance using the images pre-

processed by GAAM gives better performance. In our 

experiments, we used small dataset (400 faces) and big 

training set (1000 faces) to make sure of the performance. 

1000 face training gives better performance with slow fitting 

speed. Furthermore, GAAM uses multi-cascade training to 

support pose variation. AAM and AAM-CCA use one single 

train set and large number of frontal images are needed to 

train. Extreme illumination as well as posed faces cause 

feature overlap. Instead of this, we use four different training 

sets, namely frontal, right, left, up-down faces. Therefore, 

the features between the training sets are very well separated 

which prevents GAAM from giving false fitting errors on 

different face poses. The structure is more compact and 

more descriptive. In addition, we used Gabor-tensor 

approach, which groups Gabor-tensor features separately in 

scale and orientation. Hence, it minimizes the feature 

overlap during model fitting. However, some of the rotated 

images are dramatically warped and distorted due to the 

illumination conditions of the face image before model is 

applied. These are the remaining works and improving the 

preprocessing before applying the GAAM mask will 

certainly prevent the distortion. 

Evaluation results show that the GAAM outperforms state-

of-the-art AAM techniques as well as 3D morphable models. 

Although we use the technique for face rotation, it can be 

extended to the rotation of other objects such as animals, 

general objects, face tracking, extraction of fine details of 

object features to be used for object recognition and medical 

imaging.  
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