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Abstract: Due to continuous development of World Wide Web, web database are growing massively where automatic 

grouping of web documents pose a new challenge for researchers to easily retrieve the information. Literature presents 

different algorithms for web document clustering useful for information retrieval. In this work, Document-Document 

similarity matrix and Multiple-Kernel Fuzzy C-Means Algorithm-based web document clustering is developed for 

information retrieval. At first, web documents are read and initial pre-processing are applied to extract the important 
words. Then, feature space is constructed using keywords and its frequency. Subsequently, document to document 

similarity matrix is constructed using the similarity measure, called semantic retrieval measure (SR). The measure 

considers four different criteria, such as, the probability of occurrence in the document, probability of occurrence in the 

first document, probability of occurrence in the second document and probability of occurrence in both synonyms set. 

Based on this measure, D-D matrix is computed to do the final grouping using Multiple-Kernel Fuzzy C-Means 

Algorithm. The experimentation is done with 100 web documents and the results are evaluated with accuracy and 

entropy.  
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I. INTRODUCTION 

Web information retrieval system [1-3] desperately need 

good document clustering algorithm to categorize 

documents automatically to retrieve information more 

easily. The advancement of web usage pose a new 

challenge for the researchers to develop effective 
document clustering algorithm to obtain effective results 

[4, 5, 10,11] with less computational task. Document 

clustering [6-9] is process of grouping web documents 

automatically based on occurrence of words as well as 

semantic information. Document clustering can be done in 

various ways like, partitional clustering and hierarchical 

clustering. Among these methods, partitional clustering 

has received significant attention among the researchers 

due to its various advantages. K-means, fuzzy c-means 

and kernel methods are some example of partitional 

methods. 
In this paper, partitional clustering algorithm is developed 

for web document clustering using Document-Document 

similarity matrix and Multiple-Kernel Fuzzy C-Means 

Algorithm. At first, input web documents are pre-

processed to find document to document feature space 

which is then given for MKFCM algorithm which utilizes 

multiple kernels and FCM algorithm for grouping of 

documents. The experimentation is done with a set of web 

documents and the performance is analyzed using 

clustering accuracy and entropy. The paper is organized as 

follows: Section 2 presents k-means algorithm and section 

3 presents the proposed algorithm. Section 4 provides the 
experimental results and conclusion is given in section 5. 

II. K-MEANS CLUSTERING FOR WEB DOCUMENT 

CLUSTERING 

K-means [13, 14] is one of the partitional clustering 

algorithms widely applied for grouping of data records. 

Due to various advantages of k-means clustering 

algorithm, document clustering is also performed with k-
means algorithm. In this algorithm, centroids are randomly 

chosen and it is updated in every steps using average 

computation. To find the similarity among data records, 

Euclidean distance is utilized. 

Drawbacks: When performing document clustering using 

k-means algorithm, two major problems can happen. The 

first problem is finding the similarity among data. The 

second problem is that it would require more iteration. The 

first problem can be easily solved with the similarity 

measure developed in [12] which has computed similarity 

measurement through the synonyms and frequency. The 
second problem can be solved using MKFCM algorithm 

which converge into a better centroids very fastly. 

III. DOCUMENT-DOCUMENT SIMILARITY MATRIX AND 

MULTIPLE-KERNEL FUZZY C-MEANS ALGORITHM TO 

WEB DOCUMENT CLUSTERING FOR INFORMATION 

RETRIEVAL 

This section presents the proposed document clustering 

approach using document-document similarity matrix and 

Multiple-kernel fuzzy c-means clustering. The block 

diagram of the proposed approach is given in figure 1. 

From the figure, four different steps are utilized to perform 

document clustering. In the first phase, web documents are 
read and initial pre-processing techniques are applied to 
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                       Fig 1. Block diagram of the proposed web document clustering 
 

extract the important words and feature space is 

constructed using term frequency and keywords. Then, 

document to document similarity matrix is computed using 

the similarity measure designed in [12]. Based on this 
matrix, clustering is performed to group the documents.  

A.  Pre-processing  

Let iD be web document stored in the web database W

which have m number of web documents. Initially, each 

web documents iD are taken and pre-processing processes 

such as tag removal, image removal and stop words 

removal are applied. Web document which is in the html 

format is taken to remove the html tags by matching pre-

stored html tags. Then, images stored in html document 
are also removed to extract only the keywords from the 

html document. After that, stop words like ―a, an, the, can, 

could, may, might‖ are removed to do the stemming 

process that converts the words into its original root form.  
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B. Document-Document similarity matrix computation  
 

Once we obtain keywords from the web document, 
document to document similarity matrix (D-D) is 

computed. This matrix is generated by finding similarity 

among all the documents. The document to document 

similarity matrix is indicated as D-D matrix which is in the 

size of mm * . Every element within matrix is similarity 

between two web document having extracted keywords. 

The similarity is computed based on measure, called 

semantic retrieval measure (SR) [12]. The proposed 

measure considers four different criteria, such as, the 

probability of occurrence in the document, probability of 

occurrence in the first document, probability of occurrence 

in the second document and probability of occurrence in 

both synonyms set. Based on these four criteria, the 

following formula is formulated. 
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From the above equation, m  is the unique keywords 

presented in both the documents, 
1Df is frequency of the 

keywords in 1D  , 2Df is the frequency of keywords in 2D , 

1Df  represents the frequency of keywords in the 

synonyms set, 
2Df is the frequency of keywords in the 

synonyms set. Here, synonyms set are computed by giving 

the keywords of document to the wordnet ontology. 

 . 

C.  Web document clustering using Document-Document 
similarity matrix and Multiple-Kernel Fuzzy C-Means 

Algorithm  

D-D matrix constructed from the previous step is given to 

MKFCM algorithm [15] for clustering. The objective 

function of MKFCM algorithm is then reformulated for 

web document clustering as,  
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Here, 
),(1 Rj oDk
 can be considered as a similarity 

measurement derived in the kernel space. In MKFCM 

algorithm, random representatives are chosen from D-D 

similarity matrix. In the next step, membership matrix is 

computed as per the following equation. 
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From the membership matrix, new representative is 

computed as per the following equation. 
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The kernel function ),( Rji xDk   is calculated based on 

product of the two Gaussian kernel functions. The 

definition is given as,  
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Based on this new representative, membership matrix is 

updated and this process is iterated until there is no change 

in the representatives. The final iteration provide the 

grouped web documents.  

IV. RESULTS AND DISCUSSION  

This section presents the experimental results and 

discussion of the proposed D-D matrix-based MKFCM 

clustering algorithm This section presents the 

experimental results and discussion of the proposed D-D 
matrix-based MKFCM clustering algorithm. 

 

A.  Evaluation with clustering accuracy 

The proposed D-D matrix-based MKFCM clustering 

algorithm is implemented with 100 web documents having 

two groups, one is related with sports articles and other 

one is related with politics’ related articles. Every group 

contains 50 documents and it is given as input to the 

algorithm. The clustering output is evaluated with 

clustering accuracy. 
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Where, iMost is the majority number of documents having 

identical class labels in the ith cluster, in  is the number of 

documents in the ith cluster. The performance plot of the 

proposed D-D matrix with MKFCM algorithm and D-D 

matrix with k-means algorithm is given in figure 2. From 

the figure, we can easily understand that the proposed 

algorithm providing good accuracy for all the different 

clusters compared with existing algorithm. For the cluster 

of six, the proposed algorithm reached of about 85% 

accuracy as compared with existing algorithm reaches the 

value of 80%. 
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Fig. 2. CA plot in between the proposed and existing 
 

B. Evaluation with entropy 

The proposed D-D matrix with MKFCM algorithm is 
implemented with 100 web documents. The clustering 

output is evaluated with entropy.
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Where, in  is the number of documents in the ith cluster, 

and i
in  is the number of documents with label j in the ith 

cluster. 
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log of the numerator calculates the 

randomness of each cluster. The numerator gives the total 

sum of randomness contributed by all the clusters. The 

denominator purports to normalize the E value with 

maximum being 1. 

The performance plot of the proposed D-D matrix with 

MKFCM and D-D matrix with k-means algorithm based 

on entropy is given in figure 3. From the figure 3, we can 

easily understand that the proposed algorithm providing 

good and less entropy for all the different clusters 
compared with existing algorithm. For the cluster of two, 

the proposed algorithm reached the entropy value of 0.8 as 

compared with existing algorithm reaches the value of 

0.85.  

 
Fig. 3. Entropy plot in between the proposed and existing 

V. CONCLUSION   

In this work, Document-Document similarity matrix and 

Multiple-Kernel Fuzzy C-Means Algorithm-based web 

document clustering was proposed for information 

retrieval. At first, web documents are given to pre-

processing which extract only the important words. Then, 

feature space is constructed using keywords and its 

frequency to find document to document similarity matrix 

using semantic retrieval measure which considered four 

different considerations. Based on this measure, D-D 

matrix was computed to do the final grouping using 

Multiple-Kernel Fuzzy C-Means Algorithm. The 

experimentation is performed with 100 web documents 

and results are evaluated with accuracy and entropy. The 

proposed algorithm reached of about 85% accuracy as 

compared with existing algorithm which has reached the 
value of 80%. Also, proposed algorithm reached the 

entropy value of 0.8 as compared with existing algorithm 

reaches the value of 0.85. 
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