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Abstract: Programmed cell death is called apoptosis and when this process breaks down, cancer begins to form. The 

chance of survival and successful treatment greatly increases with the early detection of cancer. So in this paper we are 

proposing an artificial neural network based prediction algorithm for the early detection of cancer. In our proposed 

work, we divide the available cancer data records into two group called train data records and test data records. Based 

on a prediction algorithm, we train three different artificial neural network models to predict the abnormalities in the 

patient data by employing sliding window method. Later on, we use this trained networks to test data records and the 

results are analyzed using various metrics parameters such as sensitivity, specificity, accuracy, precision and area under 

curve. 
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I. INTRODUCTION 
 

 According to world health organization, 7 out of every 10 

persons have a possibility of cancer occurrence. Early 

diagnosis is possible by recognizing possible warning 

signs and by taking prompt actions. This includes 

education to promote early diagnosis and employing 

screening tests. Screening refers to the use of simple tests 

across a healthy population, in order to identify individuals 

who have disease, but do not yet have the symptoms. For 

this, we are proposing an artificial neural network based 

prediction algorithm to properly diagnose as well as for 

detecting the possibility of cancer at a very early stage [1, 

2, 3]. 

An artificial neural network mimics the basic operation of 

the brain. The brain is composed of neurons, which are the 

individual processing elements and neurons are connected 

by axons [4]. The human brain contains approximately 

1011 neurons and each neuron connects to approximately 

1000 other neurons. Similarly the artificial neural 

networks are a family of statistical learning algorithms 

generally presented as systems of interconnected neurons 

which can compute values from inputs, and are capable of 

machine learning as well as pattern recognition. 

Information is passed between the neurons and based on 

the structure and synapse weights, a network is provided. 

 
Figure 1. Generic model of Artificial Neural Network 

 
  

Each input link i has an associated external input signal or 

stimulus xi and a corresponding weight wi, a sort of filter 

which is part of the linkage connecting the input to the 

neuron. The xi values can be real (+ or -), binary (0, 1), or 

bipolar (-1, 1). The weights, which model the synaptic 

neural connections, act to either increase or decrease the 

input signals to the neuron. The weights can also be binary 

or real-valued, but are usually assumed to be real. The 

outputs from the ANN can also be real-valued or binary or 

bipolar. 
 

The neuron behaves as an activation or mapping function f 

(.) producing an output y = f(net), where net is the 

cumulative input stimuli to the neuron and f is typically a 

nonlinear function of net. Normally, net is often taken as 

the weighted sum of the inputs and f is typically a 

monotonic non-decreasing function of net and this can be 

summarized in the equation below. 
 

Net=X1W1+X2W2+X3W3 =∑ XiWi    …..(1) 

 

 The ANN can be a single layered or multi layered 

network [5]. Multi-layer networks have more complex, 

nonlinear relationships of input data to output results. 

Multiple-layer network consists of an input layer, an 

intermediate or hidden layer, and an output layer. The two 

input cells are named [u1, u2], two hidden cells [u3, u4], 

and one output cell [u5]. Though input cells (u1 and u2) 

provide an input value to the network, hidden and output 

cells represent a function. The output cell u5 is fed by two 

hidden cells u3 and u4 through weights w5,3 and w5,4  

respectively. In a network with a hidden layer and the 

output layer, the hidden layer is computed first, and then 

the results of the hidden layers are used to compute the 

output layer. 
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Figure 2. Multi layered network 
 

Multilayered models generally use a sigmoid activation 

function, and therefore have continuous activations, 

mostly chosen from [0, 1] or [-1, 1]. 
 

A. Learning phase 
 

Basically, there are two ways of learning in artificial 

neural network which are supervised and unsupervised 

learning. The overall concept of learning is to change the 

weights in the neuron in such a way that the error value is 

minimized for each pair of patterns of the fixed learning 

problem. As a stop criterion for the learning process, 

generally a total error E is used that is usually chosen to be 

the sum of the single error values. This total error is 

calculated anew after each epoch. An epoch is a complete 

run through the learning problem such that each pair of 

input /output patterns is processed once by the network 

using the learning algorithm. The learning process stops 

when the total error E is close enough to 0, or when the 

network is obviously not able to solve the learning 

problem. In supervised learning, the output is determined 

by comparing to the target pattern. 
 

On the other hand, unsupervised learning algorithm works 

on a free learning problem which only contains input 

patterns. However, for this kind of learning procedure the 

network is also supposed to map similar input patterns to 

output that are similar to each other. In unsupervised 

learning algorithm, the units compete with each other and 

the principle of winner-takes-all is applied. It is trained 

without teaching signals or targets and it is only supplied 

with examples of the input patterns that it will solve 

eventually. This type of learning usually has an auxiliary 

cost function which needs to be minimized and the 

weights are modified where a cost function is minimized. 

At the end of the learning phase, the weights would have 

been adapted in such a manner such that similar patterns 

are clustered into a particular node. 
 

So we are employing unsupervised learning procedure in 

the prediction algorithm used for the early detection of 

cancer. Here we are using the MATLAB high-

performance language for technical computing integrated 

visualization, computation and programming in an easy-

to-use environment where problems and solutions are 

expressed in familiar mathematical notation.  
 

The paper consists of V sections. The proposed method is 

explained in section II, training result analysis in section 

III, test result analysis in section IV and the section V 

contains the concluding remarks 
 

II. PROPOSED METHOD 
 

The proposed artificial neural network (ANN) based 

prediction algorithm is designed to accurately predict the 

patient’s cancer output parameters like progression, based 

on patient’s input records using sliding window method 

shown in Fig.3. In the case of sliding window method, the 

patient’s record equally divided into 10 window group. 

Here we have used the average of 10 network group under 

various combinations of 10 windows to find out the 

predicted output result. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. Sliding window method 
 

The steps involved in the prediction algorithm are as 

shown below: 
 

 The data collected from the patients are divided 

into two group called train data records and test 

data records 

 The selected three artificial neural network 

functions such as newcf, newfftd and newfit are 

trained using train data records having 9 input 

parameters and one output parameter. 

 The trained artificial neural network functions are 

then used to predict the output of the test data 

records having 9 input parameters. 

 The performance of the trained artificial neural 

networks for both train data records and test data 

records are analysed by using various metrics 

parameters such as sensitivity, specificity, 

accuracy, precision, mean square error and area 

under curve. 

The patient’s data record distribution details are as shown 

below: 
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TABLE I. ANN NETWORK TRAIN AND TEST CASES 
 

Case Records distribution details 

A 70%  patient’s data records used to train the 

ANN model 

30%  patient’s data records used to test the 

ANN model 

B 80%  patient’s data records used to train the 

ANN model 

20% patient’s data records used to test the 

ANN model 

C 90%  patient’s data records used to train the 

ANN model 

10%  patient’s  data records used to  test the 

ANN model 
 

III. RESULTS AND ANALYSIS 
 

Output performance of the proposed algorithm is analyzed 

using various metrics parameters like sensitivity, 

specificity, accuracy, precision, mean square error and 

area under curve [6, 7]. Sensitivity and specificity are 

statistical measures of the performance of a binary 

classification test. Sensitivity measures the proportion of 

actual positives which are correctly identified as such 

Specificity measures the proportion of negatives which are 

correctly. The analysis measures are calculated by the 

prior calculation of true positive, true negative, false 

positive and false negative. 
 

 True Positive (TP): Sick people correctly diagnosed 

as sick 

 False Positive (FP): Healthy people incorrectly 

identified as sick 

 True Negative (TN): Healthy people correctly 

identified as healthy 

 False Negative (FN): Sick people incorrectly 

identified as healthy 

The Sensitivity (Sen) of a test is defined as the probability 

of a positive test given that the patient is ill. 

                   Sen = TP/(TP+FN )   …(2) 

The specificity (Spe) of a test is defined as the probability 

of a negative test given that the patient is well.  

                   Spe =  TN/(TP+FN)  …(3) 

The accuracy (Acc) of a test is the proportion of true 

results (both true positive and true negative) in the 

population. 
 

Acc  =  (TP+TN )/(TP+FP+FN+TN) …(4) 
[[ 

On the other hand, precision (Pre) defined as the 

proportion of the true positives against all the positive 

results (both true positives and false positive). 
 

Pre  =  TP/(TP+FP) …(5) 
 

 The proposed prediction algorithm is based three different 

artificial neural network functions such as feed-forward 

input time-delay back-propagation network (newfftd), 

cascade-forward back-propagation network (newcf) and 

fitting network (newfit) [8]. For both training and testing 

of our proposed ANN models, we have used progression 

data records having 9 input parameters (age, sex, other 

cancer, stage, grade, ever smoked, hMLH1, hMSH2 and 

Methyln) and 1 output parameter (progression). The 

schematic of the network training tool is as shown below. 

The network training tool gives an analysis of the 

performance, training state and regression. The 

performance plot gives an indication of the best 

performance attained in the training and also about the 

mean squared error involved. Regression is a variation 

between the expected output and target output. And finally 

the training state plot gives a status of the training done [9, 

10]. 
 

 
 

Figure 4. Schematic of the ANN training tool 
 

The network training tool gives an analysis of the 

performance, training state and regression. The 

performance plot gives an indication of the best 

performance attained in the training and also about the 

mean squared error involved.Regression is a variation 

between the expected output and target output. And finally 

the training state plot gives a status of the training done. 
 

 
Figure 5. Performance plot of newcf 90-10 case 

 

 
Figure 6. Regression plot of newcf 90-10 case 
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Figure 7. Training state status of newcf 90-10 case 
 

 
 

Figure 8. Train records predicted progression output plot 
 

The progression output plot shown in Figure 8, gives an 

indication of the target progression output and predicted 

progression output. Based on the training process, we have 

27 cases of the train results to analyze. 
 

TABLE II.  ANN TRAIN RESULTS 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

Based on our training analysis we have come to the 

conclusion that newcf   model is more efficient in terms of 

sensitivity. Also that as the train data increases, the 

performance also increases. 

IV. TEST ANALYSIS 
 

 The trained network is finally used to test the data for the 

A, B and C cases for the three network models. We 

analyze the performance of the network on the basis of the 

area under curve, receiver operating characteristic plot, 

progression output data, sensitivity, specificity and so on. 

 

 
 

Figure 9. Test records area under curve for 90-10 newcf 

 
 

 
 

Figure 10. Test records predicted progression output plot 

 

TABLE III.  ANN TEST RESULTS 
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Figure 11.  Performance analysis Case C test records 

predicted results 
 

 
 

 

Figure 12. Comparison of predicted result performance of 

test records 
 

From figure 11, we can see that newfftd method stands out 

in terms of highest sensitivity, specificity, accuracy, and 

precision. From figure 12, we can see that Case B gives 

better performance as compared to Case A and Case C. 

 

V.  CONCLUSION 
 

 This paper has presented a robust artificial neural network 

based prediction algorithm for the early diagnosis and 

detection of cancer. Three neural network models have 

been analyzed for 70-30, 80-20 and 90-10 train data and 

test data cases. The output performance is calculated on 

the basis of sensitivity, specificity, accuracy, precision and 

area under curve. On the basis of our analysis we have 

come to the conclusion that, as the train data increases the 

efficiency of the network goes on increasing. We expect to 

improve the efficiency of the network by considering more 

parameters and this will help to predict and to diagnose the 

possibility of cancer many years in advance. 
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