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Abstract: Many approaches are used to develop efficient algorithms for mining frequent patterns. Recent studies on 

frequent itemset mining algorithms resulted in significant performance improvements. However, if the minimum 

support is set to low, or the data is highly correlated, the number of frequent itemsets itself can be prohibitively large. 

To overcome this problem, several proposals have been made to construct a concise representation of the frequent 

itemsets, instead of mining all frequent itemsets. This survey paper illustrates the importance of FP-growth based 

algorithms for mining representative pattern sets.  It also discusses that the number of representative pattern sets can be 

much smaller than the total number of frequent patterns; all the frequent patterns and their support can be recovered 

from the set of representative patterns. That is, the representative pattern sets are used to best approximate all frequent 

patterns. 
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I. INTRODUCTION 
 

Data Mining is the process of extracting previously 

unknown and potentially useful hidden predictive 

information from large amounts of data. In general, data 

mining tasks can be classified into two categories such as 

descriptive and predictive. Descriptive mining tasks 

characterize the general properties of the data in the 

database. Predictive mining tasks perform inference on the 

current data in order to make predictions. One of the 

descriptive mining, Association Rule Mining plays an 

important role in finding frequent itemsets. The 

Association Rule Mining has two steps namely frequent 

itemset mining and association rule generation. 

Furthermore, frequent itemsets play an essential role in 

many data mining tasks that try to find interesting patterns 

from databases, such as correlations, sequences, episodes, 

classifiers, clusters etc. A frequent itemset typically refers 

to a set of items that frequently appear together in a 

transactional data set, such as milk and bread. Frequent 

pattern mining can be classified in various ways such as 

based on the completeness of patterns to be mined, based 

on the levels of abstraction involved in the rule set, based 

on the number of data dimensions involved in the rule, 

based on the types of values handled in the rule, based on 

kinds of rules to be mined and based on the kinds of 

patterns to be mined.This paper concentrates the method 

which is based on the kinds of patterns to be mined such 

as representative patterns. 
 

Many approaches are used to develop efficient algorithms 

for mining frequent patterns. Various search strategies 

have been developed, such as depth-first search vs. 

breadth-first search, vertical formats vs. horizontal 

formats, tree-structure vs. other data structures, top-down 

vs. bottom-up traversal, pseudo projection vs. physical 

projection of conditional database, etc.  

 

 

They can be classified as Apriori [1] based algorithms and 

FP-growth based algorithms [3].The FP-growth method, 

which explores some compressed data structure such as 

FP-tree. The FP-tree is a compact representation of all 

relevant frequency information in a database. Compression 

is achieved by building the tree in such a way that 

overlapping itemsets share prefixes of the corresponding 

branches. The FP-tree has a header table associated with it. 

Single items and their counts are stored in the header table 

in decreasing order of their frequency. The entry for an 

item also contains the head of a list that links all the 

corresponding nodes of the FP-tree. Compared with 

Apriori [1] and its variants which need several database 

scans [2], the FP-growth method [3] only needs two 

database scans when mining all frequent itemsets. The first 

scan counts the number of occurrences of each item. The 

second scan constructs the initial FP-tree which contains 

all frequency information of the original dataset. Mining 

the database then becomes mining the FP-tree. The FP-tree 

can be searched by following the depth-first strategy. The 

method FP-growth is about an order of magnitude faster 

than the Apriori. 
 

In the early days, the size of the database and the 

generation of a reasonable amount of frequent itemsets 

were considered as the most costly aspects of frequent 

itemset mining, and the most energy went into minimizing 

the number of scans through the database. However, if the 

minimal support threshold is set too low, or the data is 

highly correlated, the number of frequent itemsets itself 

can be prohibitively large. To overcome this problem, 

recently several proposals have been made to construct a 

concise representation based on lossless compression 

methods such as closed itemsets [4-9] and constraints 

based frequent itemsets [10-13] instead of mining all 
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frequent itemsets. The constraint based mining though 

useful, but can hardly be used for pre-computation, since 

different users are likely to have different constraints. The 

concise representation (closed itemsets) gives the less 

number of frequent representative patterns and all the 

frequent itemsets can be derived from them with exact 

support value. But, most of the applications will not need 

precise support information for frequent patterns: a good 

approximation for the support count could be more than 

adequate. Here, by a good approximation, we mean that 

the frequency of every frequent pattern can be estimated 

with a guaranteed maximal error bound. Therefore, the 

main goal of this paper is to point up the previously used 

approaches which are based on FP-growth algorithm for 

mining representative patterns to reduce the number of 

frequent itemsets. 
 

The rest of the paper is organized as follows: Section II 

gives the basic definitions of frequent itemsets, frequent 

closed itemsets and representative pattern sets. Section III 

describes the related work. Section IV summarizes the 

approaches which are based on depth-first strategy and 

lossless compression method. Finally, Section V 

concludes the paper. 

 

II. BASIC DEFINITIONS 
 

This section gives the basic definitions of frequent 

itemsets, frequent closed itemsets and representative 

pattern sets.Let I=I1, I2, … , Im be a set of m distinct 

attributes, T be transaction that contains a set of items such 

that T ⊆I and  D be a database with different transaction 

records Ts. 
 

Definition 1. (Items and itemsets). 

An itemset X is a finite subset of I, the set of possible 

items. 
 

Definition 2. (Transactions and transaction databases). 

A transaction t is a pair ≺ i,X≻ consisting of a transaction 

identifier tid (t) = i Є N and an itemset (t) = X ⊆ I. A 

transaction database D is a set of transactions with unique 

transaction identifiers. The set SD of all itemsets in D is SD 

= {X: ≺i, X≻i Є D}. 
 

Definition 3. (Support/frequencies). 
The support of X in D is supp(X, D) = |cover(X, D)| where 

cover (X, D)= {tid | (tid, I)   D, X ⊆I}. 
 

Definition 4. (Frequent itemset mining). 
Given a transaction database D and a real value σ Є [0, 1], 

find all σ frequent itemsets, i.e., determine the collection F 

(σ, D) = {X⊆I: support (X, D) ≥ σ} of σ - frequent 

itemsets in D. 
 

Definition 5. (Closed frequent itemsets). 
An itemset X Є F (σ, D) is closed, if there exists no proper 

super-itemset Y such that Y has the same support count as 

X in F. The collection of closed σ -frequent itemsets in D 

is denoted by C (σ, D). 
 

Definition 6. (Representative pattern sets). Given a real 

number Є[0, 1] and two patterns X1and X2, we say X1is Є-

covered by X2 if X1⊆X2and D(X1, X2) ≤. Є where D(X1, 

X2) =   
| (   )  (  )|

| (  )  (  )|
. The Pattern X2 approximates the 

patternX1and we say that X2is a representative pattern set. 

If we use supp(X2) to approximatesupp(X1), then the 

relative error supp(X1) −supp(X2)/supp(X1) is no 

largerthan Є.  

 

III. RELATED WORK 
 

Many algorithms and techniques are proposed for 

enumerating itemsets from transactional databases. It has 

been observed that the complete set of frequent patterns 

often contains a lot of redundancy i.e.) many frequent 

patterns have similar items and supporting transactions. To 

overcome this problem, several approaches have been 

made to construct a concise representation of the frequent 

itemsets. Two major approaches have been developed in 

this direction: lossless compression and lossy 

approximation. The closed frequent patterns [5] and non-

derivable itemsets [17] methods are generally referred to 

as lossless compression since we can fully recover the 

exact frequency of any frequent itemsets. The maximal 

frequent pattern [21] is called as lossy compression since 

we cannot recover the exact frequencies. In addition to 

these approaches, recently many proposals such as 

generators [18], disjunction-free generators [19], δ-free 

sets [20], top-k frequent closed patterns [22] and 

redundancy-aware top k patterns [23] have been made to 

construct a concise (compressed) representation of the 

frequent itemsets, instead of mining all frequent itemsets. 

But, the type of concise representation that received a lot 

of attention in the literature is the closed itemsets because 

the number of closed patterns is always smaller or equal in 

cardinality than the set of frequent free sets [19-20], lesser 

than that of generators [18] and the number of non-

derivable patterns [17] is larger than that of closed patterns 

on some datasets. Furthermore, the set of generators itself 

is not lossless. Hence, this study focuses to find a 

minimum representative pattern set based on the lossless 

compression method such as closed itemset. 
 

A. Lossless Compression Approach 
 

Frequent closed patterns preserve the exact support of all 

frequent patterns. The concept of closed frequent patterns 

is proposed by Pasquier et al. The Close [4-5] and the A-

Close [6] algorithms perform the breadth first search for 

the generators of the frequent closed itemsets in a level 

wise manner. These kinds of patterns are concise in the 

sense that all of the frequent patterns can be derived from 

them. Unfortunately, the number of patterns generated in 

these approaches is still too large to handle. CLOSET [8] 

is an extension of the FP-growth algorithm [3] which 

constructs a frequent pattern tree FP-tree and recursively 

builds conditional FP-trees in a bottom-up tree search 

manner. Although CLOSET uses several optimization 

techniques to enhance the mining performance, its 

performance still suffers in sparse datasets or when the 

support threshold is low. The algorithm CLOSET+ [9] 

uses one global prefix-tree for keeping track of all closed 

itemsets. FP close [16] is one of the best algorithms for 
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mining closed frequent itemsets, even when compared to 

CLOSET+. In this algorithm, a CFI-tree, another variation 

of the FP-tree, is used for testing the closeness of frequent 

itemsets. But, these frequent closed patterns group the 

patterns supported by exactly the same set of transactions 

together. This condition is too restrictive. Therefore, the 

constraints can be used to capture the users’ focus, and 

effective strategies have been developed to push various 

constraints deep into the mining process [10-13]. Even 

though these approaches are useful, they may still be 

insufficient in some situations. 
 

Compression using the closed-pattern approach may not 

be very effective, since slightly different counts often exist 

between super and sub patterns. Constraint based mining, 

though useful, can hardly be used for pre-computation, 

since different users are likely to have different 

constraints. Most applications will not need precise 

support information for frequent patterns: a good 

approximation for the support count could be more than 

adequate. Here, by a good approximation, we mean that 

the frequency of every frequent pattern can be estimated 

with a guaranteed maximal error bound. 
 

B. Representative Pattern Set Approach 
 

Previously, the ideas of approximating frequent patterns 

have been probed in some related studies. For example, 

Mannila and Toivonen [14] show that approximate 

association rules are interesting and useful. In [20], the 

notion of free-sets is proposed and it can be used to 

approximate closely the support of frequent itemsets. 

However, none of these studies systematically explored 

the problem of designing and mining condensed frequent-

pattern bases with a guaranteed maximal error bound. 

Disjunction-free generators [19] and δ-free sets [20] give 

the support of all frequent patterns approximately. Both 

disjunction-free generators and δ-free sets also require a 

border to be lossless. Jian Pei et al [15] consider two types 

of condensed FP-bases: the downward condensed FP-base 

Bd and the max-pattern-based condensed FP-base Bm. 

They also specify that computing a condensed FP-base can 

also be performed on a relative, percentage based error 

bound k% instead of an absolute error bound k. In that 

case, supub−suplb / suplb≤ k% should be satisfied for 

frequent patterns. But, all these approaches are less 

efficient than the approach which is based on closed 

pattern approach to approximate the support count. 
 

Recently, several approaches have been proposed to tackle 

the concise representation of frequent itemsets, two key 

criteria being employed for evaluating the concise 

representation of itemsets are the coverage criterion and 

frequency criterion. The methods like top-k frequent 

patterns [22], top-k redundancy-aware patterns [23], and 

error-tolerant patterns [24]try to rank the importance of 

individual patterns, or revise the frequency concept to 

reduce the number of frequent patterns. But, choosing an 

appropriate k for a given domain is usually not easy and 

there are no theoretical guarantees on the level of 

approximation for a given k. The major problem with 

these approaches is that the frequency (or the support 

measure) is not considered. However, these methods 

generally do not provide a good representation of the 

collection of frequent patterns. Therefore, this study 

concentrates both the key criteria for the concise 

representation of itemsets.  

Xin et al. [25] propose the concept ofδ-covered to 

generalize the concept of frequent closed pattern. A 

pattern X1 is δ-covered by another pattern X2 if X1is a 

subset of X2 and (supp(X1) − supp(X2))/supp(X1) ≤ δ. 

They develop two algorithms, RPglobal and RPlocal. 

These algorithms need to perform substantial coverage 

checking that checks whether an item set can be covered 

by another one. RPglobal is very time-consuming and 

space-consuming. It is feasible only when the number of 

frequent patterns is not large. RPlocal is very efficient, but 

it produces more representative patterns than RPglobal. To 

improve the performance, RPglobal and RPlocal have to 

use some FP-tree-like structures to index frequent item 

sets and representative item sets to reduce the number and 

the cost of coverage checking. 
 

Jianzhong Li et al. [26] devise two algorithms, RP-FP and 

RP-GD, to mine a representative set that summarizes 

frequent sub graphs. RP-FP derives a representative set 

from frequent closed sub graphs, whereas RP-GD mines a 

representative set from graph databases directly. Based on 

the concept of δ –cover, they proposed three new concepts 

like jump value, δ -jump pattern, and δ -cover graph but 

these concepts are only used for graph mining.  
 

Liu et al [27] analyse the bottlenecks of RPglobal and 

RPlocal and develop two algorithms, MinRPset and 

FlexRPset, to solve the problem. The algorithm MinRPset 

is similar to RPglobal, but it utilizes several techniques to 

reduce running time and memory usage. In particular, 

MinRPset uses a tree structure called CFP-tree [28] to 

store frequent patterns compactly. The algorithm 

FlexRPset is developed based on MinRPset. It provides 

one extra parameter K, which allows users to make a 

trade-off between efficiency and the number of 

representative patterns selected.  In [25] and [27], the 

relative error (supp(X1) − supp(X2))/supp (X1) is used. 

But, MinRPset has the extra benefits besides giving fewer 

representative patterns. 

 

IV. SUMMARY 

 

Discovering Frequent Itemset is considered to an 

important research oriented task in data mining, due to its 

large applicability in real world applications. In recent 

years, many algorithms and techniques are proposed for 

enumerating itemsets from transactional databases. Apriori 

[1] is a bottom-up, breadth-first search Algorithm which 

uses monotonicity property: all supersets of an infrequent 

itemset must be infrequent. It enforces several scans 

through the database. Therefore, this study concentrates 

FP-growth algorithm. This section summarizes the various 

types of mining approaches such as frequent itemsets, 

frequent closed itemsets and representative pattern sets 

which are based on depth-first strategy and lossless 

compression method. 
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TABLE I Depth-First Search Algorithms 
 

 

V. CONCLUSION 
 

A number of proposals have been made to construct a 

concise and lossless representation of frequent patterns 

such as closed frequent patterns, and non-derivable 

frequent itemsets. These kinds of patterns are concise in 

the sense that all the frequent patterns can be derived from 

them with exact support value. Unfortunately, the number 

of patterns generated in these two approaches is still too 

large to handle. Therefore, the research focuses the 

lossless compression methods to summarize the frequent 

patterns with a guaranteed error bound. This paper first 

presents the importance of FP-growth algorithm for 

mining frequent itemsets and then point ups the previously 

used approaches for reducing the number of frequent 

itemsets based on concise (compressed) representation 

such as closed frequent itemsets. Finally, the ideas of 

approximating frequent patterns from representative sets 

have been discussed based on depth-first search strategy. 
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