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Abstract: Cloud Computing has scalable and effective architecture for service provide such as IaaS, PaaS, SaaS. For data 

storage in cloud it not depends on local hardware and software environments. The Management of hardware and software 

are depends on remote server and enjoying the service on demand. Service security risks are demanded correctness of the 

data in cloud. To overcome the problem the privacy data auditor, we propose in this paper a flexible distributed storage 

integrity third party data auditing mechanism, utilizing the randomized homomorphism token generation and distributed 

encrypted data with error recovery. The proposed design allows users to audit the cloud storage with data center with low 

cost of computation and lightweight communication. The Proposed model allows the user to inset, delete and update its 

data to data center. 
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I. INTRODUCTION 
 

Cloud computing is the term used to share the 

resources globally with less cost .we can also called as 

” IT ON DEMAND‟. It provides three types of services 

i.e., Infrastructure as a service (IaaS), Platform as a 

service (PaaS) and Software as a service (SaaS). The ever 

cheaper and more powerful processors, together with the 

software as a service (SaaS) computing architecture, are 

transforming data centers into pools of computing service 

on a huge scale. End users access the cloud based 

applications through the web browsers with internet 

connection. Moving data to clouds makes more 

convenient and reduce to manage hardware complexities. 

Data stored at clouds are maintained by Cloud service 

providers (CSP) with various incentives for different levels 

of services. 

End users access the cloud based applications through the 

web browsers with internet connection. Moving data to 

clouds makes more convenient and reduce to manage 

hardware complexities. Data stored at clouds are 

maintained by Cloud service providers (CSP) with 

various incentives for different levels of services. 

However it eliminates the responsibility of local 

machines to maintain data, there is a chance to lose data 

or it effects from external or internal attacks. To maintain 

the data integrity and data availability many people 

proposed several algorithms and methods that enable 

on demand data correctness and verification. So Cloud 

servers are not only used to store data like a ware house 

, it also provides frequent updates on data by the users 

with different operations like insert, delete , update and 

append. 
 

We also provide third-party data auditing, where users can 

the integrity checking tasks to third-party auditors and use 

the cloud storage services. Our contribution can be 

summarized as the following three aspects  

 
 

1) The identification of misbehaving server(s). 

2) Remote data integrity, the new scheme further supports 

secure and efficient dynamic operations on user data block, 

including: update, delete and append. 
 

II. SYSTEM MODEL 
 

The cloud storage system architecture consists of 

following network entities 

User: An entity, which performs data storage and retrieval 

operations without knowing the internal issues. 

Cloud Server (CS): An entity, which provides data 

storage space and resources, required for computations, 

cloud servers are managed by cloud service providers. 

Third Party Auditor (TPA): An optional Entity, but 

here we use TPA as Trusted party and to perform some 

computations instead of users. 
 

In cloud data storage system, user can upload or stores 

the data into cloud or use services from the cloud (Here 

we focused on file storage and retrieval operations). User 

stores data into set of cloud servers which are running in a 

distributed and cooperated manner. Data redundant 

techniques can be employed using erasure correcting code 

to protect from faults or server crashes. 
 

Users can perform manipulations on stored data like insert 

update and append through blocks. Block level updating 

and deletions are allowed with token checking. If user 

has not having enough resources to compute tokens or 

required hardware support then he can easily delegate the 

work to a third party auditor called as TPA. He is 

responsible to generate homomorphic token and stores the 

token persistently and securely for further verification. In 

our scheme we assume that TPA is secure and he is 

responsible to protect from threats, users will pay some 

incentives to TPA for maintenance. 
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Fig. 1: Cloud data storage service auditor architecture 
 

We assume the data integrity threats toward users’ data can 

come from both internal and external attacks   at CS.  We 

assume the data auditor, who is auditing, is reliable and 

independent. However, it may harm the user if the data 

auditor could learn the outsourced design should achieve in 

some circumstances like privacy preventing, audit ability 

etc. 
 

III. THE PROPOSED SCHEMES 
 

Proposed model was introduced to explore some of threats 

associated in this model. As we know that the data is not 

present at users place because data is stored at cloud 

servers. It may lead to some security threats mainly two, 

internal attacks and external attacks. Internal attacks 

comes from the cloud servers itself, these servers may 

be malicious and lead to byzantine failures and hide 

some data loss issues. Secondly external attacks are from 

outsiders who are compromised the data from cloud 

service providers without its permission. Outsider attacks 

may lead to modification of data or deleting the users and 

so on which is completely masked from cloud service 

providers. All though TPA can also possibly hack the 

data for itself interested and it is also a case for inside 

attacks, but we ensure that TPA‟s are trusted party 

servers. Therefore, we consider the adversary in our 

model to capture all types of attacks both internal and 

external threats. Once the server is compromised, the data 

is polluted with fraudulent data and users cannot get the 

original data from the clouds 
 

IV. PERFORMANCE ANALYSIS & RESULT 
 

Analysis of System:- 

The proposed scheme and also such works done in the 

literature search are presented in table. The original PDP 

scheme [1] is extended by [13] in order to support data 

dynamics with due authentication. Thus the proposed 

scheme is also known as DPPP scheme.  AES-based 

security algorithm and also BLS were implemented. The 

test bed used is IntelCore2 processor with 2.4 GHz HDD 

and 768 MB RAM. Various data integrity checking tools 

that monitor data remotely are gathered and tabulated. 

They are then compared with the proposed algorithm 

performance of this paper. Table 4.1 shows the comparison 

details. 

As can be seen in table 1, the comparison results show that 

our scheme is supporting data dynamics and also public 

 
 

Table No 1 Shows results of various tools 
 

audit ability while other tools are supporting either data 

dynamic or public audit ability but not both. This shows 

that our proposed system is better than existing ones 
 

 
 

Fig 2 Communication cost over block size 
 

As can be seen in Figure 2, it is evident that the proposed 

AES based scheme communication cost of DPRP scheme 

is more when compared with the proposed AES based 

scheme. AES based approach is yielding more 

performance. 
 

 
 

Fig 3 Average auditing time individual client 
 

As can be seen in Figure 3, number of clients in the system 

and average auditing time per client are plotted in x and y 

axes respectively.  The  individual  approach  is  showing  

better  performance  when  compared  with  batch 

approach. 
 

As can be seen in figure 4, number of clients in the system 

and average auditing time per client are plotted in x and y 

axes respectively.  The  individual  approach  is  showing  

better  performance  when  compared  with  batch 

approach[5]. 
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Fig 4 Average auditing time per client 
 

 
 

Figure 5: Detection of Probability with 1% 
 

The detection probability Pd against data modification. 

Show P as a function of l (the number of blocks on each 

cloud storage server) and r (the number of rows queried by 

the user, shown as a percentage of l) for two values of z 

(the number of rows modified by the adversary). Both 

graphs are plotted under p = 16, nd= 10 and k = 5, but with 

different scale. 

Recall that in the file distribution preparation, the 

redundancy parity vectors are calculated via the file matrix 

F by P, where P is the secret parity generation matrix we 

later relies on for storage correctness assurance.  
 

 
 

Fig 6: Detection of Probability with 10% 

If  disperse all the generated vectors directly after token 

pre-computation, i.e., without blinding, malicious servers 

that collaborate can reconstruct the secret P matrix easily: 

they can pick blocks from the same rows among the data 

and parity vectors to establish a set of m · k linear 

equations and solve for the m · k entries of the parity 

generation matrix P.  
 

 
 

Fig 7: Blinding cost. 
 

Performance comparison between two different parameter 

settings for 1 GB file distribution preparation. The (m, k) 

denotes the chosen parameters for the underlying Reed-

Solomon coding. For example, (10, 2) means divide file 

into 10 data vectors and then generate 2 redundant parity 

vectors. 
 

IV. CONCLUSION 
 

In this paper, investigate the problem of data security in 

cloud data storage, which is essentially a distributed storage 

system. To achieve the assurances of cloud data integrity 

and availability and enforce the quality of dependable cloud 

storage service for users, system  propose an effective and 

flexible distributed scheme with explicit dynamic data 

support, including block update, delete, and append. Rely 

on erasure-correcting code in the file distribution 

preparation to provide redundancy parity vectors and 

guarantee the data dependability.  By utilizing the 

homomorphism token with distributed verification of 

erasure-coded data, our scheme achieves the integration of 

storage correctness insurance and data error localization, 

i.e., whenever data corruption has been detected during the 

storage correctness verification across the distributed 

servers, can almost guarantee the simultaneous 

identification of the misbehaving server(s). Considering the 

time, computation resources, and even the related online 

burden of users, also provide the extension of the proposed 

main scheme to support third-party auditing, where users 

can safely delegate the integrity checking tasks to third-

party auditors and be worry-free to use the cloud storage 

services.  Through detailed security and extensive 

experiment results, show that our scheme is highly efficient 

and resilient to Byzantine failure, malicious data 

modification attack, and even server colluding attacks. 
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