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Abstract: Mining opinion targets and opinion words which are extracted from online reviews are two most essential 

components for efficient opinion mining which is achieved by identifying opinion relations within words. Analysis 

done in this piece of work is an approach based on partially supervised alignment model. Then a co-ranking algorithm 

is used to develop a graph model to identify approximate level of confidence of each candidate and at the end of all 
opinion targets and opinion words are selected based on confidence level of the candidate. 
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I. INTRODUCTION 

 

In recent past there is sudden rise in product reviews, 

product rating etc in web. These reviews and ratings are 

helpful for customers to get better assessment of product 

and the quality of the product. It will also help 

manufacturers to obtain proper feedback on their products 
from customers and get opportunities to improve their 

product quality. e.g. “A bike has very powerful engine but 

its mileage is very bad”. 

 

Here customer who is reading the reviews will come to 

know that the reviewer is expressing his sentiments in two 

different way which positive on the engine power and 

negative on bike’s mileage not just overall sentiment on 

bike. To capture these positive and negative points on the 

products, identifying of opinion targets and opinion words 

are necessary. 

 
Opinion target is defined as an object on which customers 

express their opinions, generally nouns or noun phrases. In 

above example, bike’s engine and bike’s mileage are two 

opinion targets. Opinion words are part of the review that 

define customer's opinion on that product qualities like in 

above example 'powerful' and 'mileage' are opinion words.  

 

This work proposes a unique method where extracting of 

opinions including both targets and words are done based 

on alignment model built on words. Main advantage of 

word alignment model when compared with nearest 
neighbour rule model and syntactic pattern model is that it 

detects and identifies opinion relations more precisely and 

therefore it is much efficient in opinion extraction 

including both target and word.  

 

 Then an opinion graph relation model is constructed 

which define all candidates, identifies opinion relations 

among candidates and at the same time an algorithm called 

co-ranking graph  is developed to identify confidence level 

of each candidate. Then the candidates with greater 

confidence are extracted out for the analysis. 

II. LITERATURE SURVEY 

 
Literature survey mainly deals with the collection of 

previous related papers of extracting opinion reviews. 

Following are the some previous papers that discuss about 
several methods used in opinion mining. 
 

 In 2004 [2], authors aim is to mine and summarize all the 

review of customer on a product. This task is different 

from traditional text summarization because they only 
mine and analyze the features of the product on which the 

customer have said their opinions which may be positive 

or negative opinions.  
 

In 2004 [3], authors introduced a rule called nearest 
neighbour rules to detect various opinion relations within 

the word. Then they extracted product feature from the 

process called bootstrapping process. The co occurrence 

information and nearest neighbour rule for detecting 

opinion relations cannot provide a better result. 
 

In 2005 [4], authors has introduced a system called 

OPINE. It is an unsupervised information extraction 

system which mines and analysis the review so that build a 

model consisting of major product features, reviewer’s 

evaluation, comparison between the different product 

features. Syntax information is extracted from reviews to 

generate opinion targets, designed some syntactic patterns 

to develop opinion relations among words.  
 

In 2008 [5], authors introduced a lexicon based approach 

to resolve the problem by extracting external evidences 

and linguistic conventions of natural language expressions. 

It allowed the system to handle opinion words that are 

dependent on context, which is the reason for major 

problems in existing algorithms. 
 

In 2008 [6], author has taken a problem for detecting 

feature of the products and opinion words from the 

Chinese customer reviews. However it is considered as a 
problem of detecting product feature with opinion word in 

candidate’s reviews.  
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 A strategy called bootstrapping has been proposed 

alternatively and a linguistic rule is used for frequent 

feature and opinion words. Identifying and calculating 

opinion relations and association are that important tasks 

in this method.  
]] 

In 2009 [7], authors proposed a approach for analysing the 

opinion mining from the online reviews of the product 

where it can convert opinion tasks into detecting product 

features, opinions expression and relations between them. 

In this paper a phrase dependency has been introduced 

which can extends the dependency parsing to phrase level. 

Then extraction between product feature and opinion 

expression has been implemented. 
 

In 2009 [8], author aim is to analyse the reviews of the 

customers on the product and to extract accurate product 

by which candidate can express opinion of that product. 
This paper is different from other paper approach and it is 

mainly concerned with a natural languages technique. He 

proposed a framework called machine learning by using 

HMM. 

 

III. PROPOSED SYSTEM 

 

In this proposed system, opinion target and opinion words 

are identified to enhance this project, and then it can 

analyze the sentiment and give score for the opinion target 

based on opinion words. By this way end user can give the 
opinion targets based on various filters.  

 

The main objective is using word alignment model the 

reviews in English sentence are processed and opinion 

target and opinion glossary is first built and mapping from 

opinion target to opinion word is made from word 

alignment and result about the product whether it is good 

or bad is displayed. 

 

IV. SYSTEM ARCHITECTURE 

 

System architecture is the design part which defines 
structure and behaviour of the system. System architecture 

is detailed description of the system and both functional  
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Figure 1: System architecture 

and technical aspects of the system are defined in system 

architecture. It also defines functional blocks of the system 

which performs different tasks of the system developed. 

 

This architecture has the following modules. 

 

 Review source: In this user will load the reviews from 

the online to the opinion processing engine. 

 Opinion processing Engine: This module has three sub 

modules such as word alignment module, partially 

supervised word alignment and graph co-routing.  

 Partially supervised word alignment model: This model 

which regards identifying opinion relations as an 

alignment process.  

 Co-routing algorithm: This algorithm is used to exploit 

the estimate confidence of each candidate. This 

algorithm probably decreases the error generation. 

 Opinion: This module takes the input from opinion 

processing engine. This module has target and words.  

 Opinion target: This is defined as users express their 

opinions, typically as nouns or noun phrases.  

 Opinion word: Opinion word is defined as it is used to 
express user’s opinions, typically as verbs. 

 

V. ALGORITHM 

  

The algorithm for Co-extract Opinion words works as 

follows  

 

Step 1: Parse each sentence in the review comment. 

Step 2: Apply POS (Parts Of Speech) tagging on the                                  

sentence.   

Step 3: Extract Nouns as Opinion targets and Adjectives as 
Opinion words. 

Step 4: Construct a bipartite graph between opinion words 

and opinion targets. 

Step5: The weight in the bipartite graph between opinions 

word and opinion target is based on the number of an 

opinion word is aligned with Option target if its weight 

value is above a threshold in the bipartite Graph. 

 

The algorithm for sentiment analysis works as follows  

 

Step1: A training set of positive and negative sentiment is 
used for training a sentiment analyzer. 

Step 2: For each opinion target, each opinion word 

sentiment is found and counted. 

Step 3: Finally the positive score for the opinion target is 

found by applying the formula           

Positive % = (Positive) × 100 / (Positive + Negative) 

 

VI. RESULTS 

 

A graphical representation shows that word alignment 

model captures the opinion target and opinion word more 

accurately and detects the sentiment of reviews more 
precisely. This graph shows for various data sets of 

reviews the precision of extracting opinion relations is 

very good. 
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Figure 2: Graph plotted 

  

VII. CONCLUSION 

 

This paper presents an effective way of co extracting 

opinion targets and opinion words. Both opinion targets 

and opinion words have been introduced in this paper by 
implementing word alignment model. Previous methods of 

analysis were mainly dependent on nearest neighbor rule 

and syntactic patterns and then these methods are 

implemented with word alignment model. The later 

method identifies opinion word and opinion target 

relations more accurately hence proving precise results. 

The experimental results on the different products with 

different datasets proves the effectiveness of this paper 

with a precise rating of  good or bad for all the products.   
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