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Abstract: Equine colic is a relatively common disorder of the digestive system. Although the term colic, in the true 
definition of the word, simply means “abdominal pain,” the term in horses refers to a condition of severe abdominal 

discomfort characterized by pawing, rolling, and sometimes the inability to defecate. Clustering is one of the 

unsupervised learning method in which a set of essentials is separated into uniform groups. The k-means method is one of 

the most widely used clustering techniques for various applications Cluster analysis for Horse colic data sets has proved 

to be a useful tool for identifying biologically relevant groupings of genes and samples.  In this paper the  K-means 

algorithm is used for clustering Horse Colic Data Set.  
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I. INTRODUCTION 

 

Colic in horses is defined as abdominal pain, but it is a 
clinical sign rather than a diagnosis. The term colic can 

encompass all forms of gastrointestinal conditions which 

cause pain as well as other causes of abdominal pain not 

involving the gastrointestinal tract. The most common 

forms of colic are gastrointestinal in nature and are most 

often related to colonic disturbance [1]. There are a variety 

of different causes of colic, some of which can prove fatal 

without surgical intervention. Colic surgery is usually an 

expensive procedure as it is major abdominal surgery, often 

with intensive aftercare. Different images of horse colic 

suffering is shown in Figure 1. 
 

 
Fig 1: Result of the cluster analysis 

 

Among domesticated horses, colic is the leading cause of 

premature death. The incidence of colic in the general horse 

population has been estimated between 4[1] and 

10[2] percent over the course of their lifetime. Clinical 

signs of colic generally require treatment by a veterinarian. 

Colic can be divided broadly into several categories [2]: 
 

 excessive gas accumulation in the intestine (gas colic) 

 simple obstruction 

 strangulating obstruction 

 non-strangulating infarction 

 inflammation of the gastrointestinal tract (enteritis, 

colitis) or the peritoneum (peritonitis) 

 ulceration of the gastrointestinal mucosa 

 

 

Among the general equine population four to 10 out of 
every 100 horses experience a colic episode during their 

lifetime; of these, 1-2% require surgical treatment 

(2006AAEP Proceedings). In 35 years of performing colic 

surgeries, David Freeman, MVB, PhD, Dipl. ACVS, 

professor of large animal surgery at the University of 

Florida's College of Veterinary Medicine, has noticed some 

trends: For example. 33-50% of referred colic cases now go 

on to surgery while most of the rest are resolved with 

medical treatment. On the other hand, Eric Mueller, DVM, 

PhD, Dipl. ACVS, professor and director of equine 

programs at the University of Georgia's College of 
Veterinary Medicine, reports that 25-30% of horses 

admitted to the university clinic for colic require surgery 

while the rest are treated with medical therapy. "In 5-10% 

of cases a horse is humanely euthanized because of a poor 

prognosis or economical considerations,"[1][3]. 

Clustering is a method of un-supervisory learning and a 

common technique for data analysis used in many fields, 

including machine learning, data mining, pattern 

recognition, image analysis and bioinformatics. Clustering 

is a division of data into groups of similar objects. 

Clustering can be used to group the patern which are 
suffering from disease or not suffering.   Each group, called 

a cluster, consists of objects that are similar between them- 

selves and dissimilar compared to objects of other groups. 

The following diagram in Figure 2 represents the clustering 

process [14]: 

 

 
Fig 2: Result of the cluster analysis 
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There are several commonly used clustering algorithms, 

such as K-means, Density based, Hierarchical and so on.  

Data clustering is a process of putting similar data into 

groups. A clustering algorithm partitions a data set into 

several groups such that the similarity within a group is 
larger than among groups. As its well known that each 

clustering algorithm, sometimes even the same clustering 

algorithm applied several times on initial dataset, can result 

in different partitions. The selection of subset of attributes 

for Clustering as well as number of clusters also effects 

performance of clustering. Osama Abu Abba et al.  Paper is 

intended to study and compare different data clustering 

algorithms. The algorithms under investigation are: 

k-means algorithm, hierarchical clustering algorithm, 

self-organizing maps algorithm and expectation 

maximization clustering algorithm. Jain et al.  Presented an 
overview of pattern clustering methods from a statistical 

pattern recognition perspective. D.Napoleon et al. present 

that K-means clustering algorithm often does not work well 

for high dimension. Adil M. Bagirov et al.  Developed a 

new version of the global k-means algorithm, the modified 

global k-means algorithm [15]. Clustering algorithms based 

on global optimization techniques are not applicable to 

even relatively large data set. Narendra Sharma et al.  

presents the study of  various clustering algorithms. Cluster 

analysis or clustering is the task of assigning a set of objects 

into groups (called clusters) so that the objects in the same 

cluster are more similar (in some sense or another) to each 
other than to those in other clusters. WEKA tool was used 

for comparisons[8][9][10]. 

Bradley et al.  present a technique for initializing the 

K-means algorithm. They begain by randomly breaking the 

data into10, or so, subsets. They then performed a K-means 

clustering on each of the10 subsets, all starting at the same 

set of initial seeds, which are chosen randomly. The result 

of the 10 runs is 10K centre points. These 10K points were 

then themselves input to the K-means algorithm and the 

algorithm run 10 times, each of the 10 runs initialized using 

the K final centroid locations from one of the 10 subset 
runs. The resulting K centre locations from this run are used 

to initialize the K-means algorithm for the entire dataset. 

Khan et al.  present an algorithm to compute initial cluster 

centers for K-means clustering. This algorithm is based on 

two observations that some of the patterns are very similar 

to each other and that is why they have same cluster 

membership irrespective to the choice of initial cluster 

centers. Also, an individual attribute may provide some 

information about initial cluster center[13][14]. 

Clustering of a set forms a partition of its elements chosen 

to minimize some measure of dissimilarity between 

members of the same cluster .Clustering algorithms are 
often useful in various fields like data mining, pattern 

recognition, learning theory etc[11][12]. 

 

II. K-MEANS CLUSTERING ALGORITHM  

 

The K-means algorithm: 

K-means algorithm follows a simple and easy way to 

classify a given data set through a certain number of 

clusters (assume k clusters). The main idea is to define k 

centroids, one for each cluster. The simple K-means 

algorithm chooses the centroid randomly from the data set. 

The next step is to take each data belonging to a given data 

set and associate it to the nearest centroid. The K-means 
clustering partitions a data set by minimizing a sum of 

squares cost function[5]. 

 

 
Figure 3: K-means algorithm steps [9]. 

 

III. EXPERIMENTAL SETUP & PERFORMANCE 

METRICS 

 

A. Data sets Used: 

Horse Colic data set: 

This data set is downloaded from archive.ics.uci.edu/ml/ 

datasets.html and has 37 attributes and 300 instances. 

Figure 4 shows Probability distribution function off all 37 

attributes. WEKA 3.7 is used for this clustering research 

work. 
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Figure 4: Pdf for various attributes 

 

B. Comparative Analysis: 

The K-Means, is applied on Horse Colicl data set. and their 
results are obtained in terms of TP ,FP, Precision, Recall, 

Fmeasure and ROC . The upper left cell shows  the number 

of samples classifies as true while they were true (i.e., TP), 

and the lower right cell shows the number of samples 

classified as false while they were actually false (i.e., TN). 

The other two cells show the number of samples 

misclassified. Particularly, the upper right cell showing the 

number of samples classified as false while they actually 

were true (i.e., FN), and the lower left cell showing  the 

number of samples classified as true while they actually 

were false (i.e., FP). 
 

 
Figure 5:  shows Confusion Matrix for Horse Colic Dataset. 

 

 
Figure 6: shows TP, FP, Precision, Recall, Fmeasure and 

ROC for Horse Colic data set. 

The given Figure 6 shows respective results. The Figure5 

shows the confusion matrix of Horse Colic data.  

Finally, the generated results by K-Means outperform 

K-Means and in terms of, accuracy TP, FP, Precision, 

Recall, Fmeasure and ROC are shown in Figure6 and has 
attained 52.667% accuracy. So above models have good   

predictive capabilities for for Horse Colic Dataset. 

 

Accuracy = (TP + TN) / (TP + FP + TN + FN) =52.667 

 

TABLE1: CONFUSION MATRIX 

 

 Classified as 

Healthy 

Classified as not 

healthy 

Actual 

Healthy 

TP FN 

Actual not 

healthy 

FP TN 

 

TP and FP both are high which indicates good clustering 
capability of K-Means. FP and FN are low which shows 

that misclassification rate is low. Figure 7 shows clusters 

made by K-means for Horse Colic Dataset. There are two 

clusters shown as blue and red. There is good sepration 

between these two which indicates good capability of 

K-Means. 

 

 
Figure 7: shows clusters for Horse Colic Dataset. 

 

IV. CONCLUSION 

 

We have clustered Horse colic dataset using K-means 

algorithm and the experimental results have  showed 
52.66% accuracy. Tp and FP values are high which 

indicates high rate of classification. The proposed work can 

also be  explored by use of various filtering algorithm for 

data preprocessing. Further we will apply certain 

constraints on K-Means algorithm which will not only 

improve its  cluster quality but also its efficiency and 

clustering capabilities. 
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