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Abstract: Data has been growing at a very fast rate. To quickly analyze this data is a challenge. This data is very useful 

to make decisions and predictions. So data mining for this data is very crucial. In this paper a survey is done on 

machine learning techniques used for data mining. 
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INTRODUCTION 

 

Data is a very important asset of any organization. 

Company has to store all its transaction related data for its 

future use in business. The digital revolution provided 
relatively inexpensive data storage devices, which have 

helped the organization to store all related transaction data 

in the form of large information systems. Now a day 

because of internet usage the way transaction taking place 

within the organizations has completely changed. At a 

click of a button we can transfer the data from one part of 

the world into another part. Internet opened lot of 

opportunities for the organization to do business. 

Increased business opportunities create more number of 

possible transactions and volume of data growth. 

Databases today can range in size into the terabytes, more 
than 1, 000, 000, 000, 000 bytes of data. With in the 

masses of data lies hidden information of strategic 

importance. The quantity of data in the world roughly 

doubles every year[1] Tremendous data growth in the 

organizational databases gives the major difficulty to 

retrieve the hidden and useful information, which may be 

used for decision-making. We need a unique technique, 

which will work effectively to retrieve the hidden and 

useful decision-making information even in the midst of 

data growth in the databases. 

Data mining is a process that uses a variety of data 

analysis tools to discover patterns and relationships in data 
that may be used to make valid predictions. To mine the 

hidden and useful information we have to take the 

available dataset through the process of data mining. It‟s 

not a single step. It contains various groups of interlinking 

steps which will help us to find the useful information for 

decision making. Data mining searches databases to find 

hidden patterns and predict information to increase the 

business in the organization. 

 

Data mining Life Cycle 

We have to do the following steps to solve a data mining. 

 

Define the problem: To have the successful data mining 

application, the organization has to come up with a precise 

formulation of the problem they are trying to solve. A  

 

 

focused problem statement usually results in the best 

payoff.  

 
Data collection and selection: The organization has to 

use the right data for mining. data collection and selection 

step identifies the related data sources and acquires it. 

From the collected data source data selection process 

selects the subset of data to mine.  

 

Data preprocessing: 

Data cleaning It fills in the missing data and correcting 

the invalid data into a valid one. It finds the outliers data 

and removes the inconsistencies in the data source.  

 
Data integration: It combines data from different data 

sources into a single mining database. 

 

Data transformation: It converts the source data into a 

common format for processing. 

 

Data reduction: It is a process of discarding unwanted 

parameters from the data. So that the data volume will be 

less at the same time it will not suffer on the quality of the 

information.  

 

Data discretization: It is a part of data reduction process. 
It replaces the numerical attributes with the nominal 

attributes. 

 

LITERATURE REVIEW 

 

One of the approaches followed to predict customer 

behavior is the use of the transactional data. For example, 

[21] developed a model using hierarchical clustering and a 

hidden Markov model (HMM) to predict customer 

behavior based on transactional data. [22] also used 

Markov model to predict the probability of click to 
conversion based on the time spent by the customer on 

site. Once a retailer knows the underlying behavior of a 

consumer, then based on the products that a customer 

selected in the past, they can design recommender systems 
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to assist them in selecting similar products [23]. The 

underlying assumption is that the consumers follow 

patterns similar to their past spending habits and are likely 

to repeat it in the future. Using different machine learning 

techniques such as classification, genetic algorithms, 
clustering or K-nearest neighbor algorithms [23], retailers 

can potentially identify different customer segments and 

predict customers‟ preference and spending abilities. This 

can help retailers in better advertising of their products to 

the right audiences. A number of data mining techniques 

to detect cyber crimes are proposed in the literature [24].  

 

For example, classification models such as Naive Bayes, 

support vector machines, neural networks, decision trees 

have long been used to detect spam emails [25], 

(spamming implies sending unsolicited emails). Support 
vector machine techniques have also been used to prevent 

Denial of Service (DoS) attacks, where DoS attack refers 

to the process of making system inaccessible to other users 

[26], [27]. While [26] used Enhanced Multi Class Support 

Vector Machines (EMCSVM) to predict various kinds of 

DoS attacks, [27] proposed radial-basis function neural 

network (RBFNN) and support vector machines (SVM), to 

solve the DoS problem with an ability to detect or predict 

new attacks based on the patterns similar to the attack 

patterns that appeared in the past. Classification models 

have also been used to detect Malware [28] and phishing 

URLs [29] and emails [30]. 
 

Data mining through machine learning 

To efficiently analyze this big data machine learning 

techniques are very important.  This data may be 

structured and unstructured. Structured data consists of 

large number of features in case of Big data. So for 

accurate analysis of such data features also need to be 

reduced such analysis is termed as principal component 

analysis. 

 

Supervised Learning techniques 

 

K-Nearest Neighbors: In pattern recognition, the k-

Nearest Neighbors algorithm (or k-NN for short) is a non-

parametric method used for classification and 

regression.[1] In both cases, the input consists of the k 

closest training examples in the feature space. The output 

depends on whether k-NN is used for classification or 

regression: In k-NN classification, the output is a class 

membership. An object is classified by a majority vote of 

its neighbors, with the object being assigned to the class 

most common among its k nearest neighbors (k is a 

positive integer, typically small). If k = 1, then the object 
is simply assigned to the class of that single nearest 

neighbor. In k-NN regression, the output is the property 

value for the object. This value is the average of the values 

of its k nearest neighbors. k-NN is a type of instance-based 

learning, or lazy learning, where the function is only 

approximated locally and all computation is deferred until 

classification. The k-NN algorithm is among the simplest 

of all machine learning algorithms. 

Naive Bayes: It is a probability based classification 

technique. It considers all features independent of each 

other. It calculates probability of each feature 

independently for a particular class label. Mathematically 

it can be denoted as: 
 

P(x/y) which denotes probability of feature x in the feature 

set given a class label „y‟. Then for all the features total 

probability will be: 

P(x/y) =  p  
xk

y
 d

k=1  

 

Then the posterior probability of class „y‟ given that x 
feature is in the feature set is given by: 

P  
y

x
 =  

P  
x

y
 P(y)

P(x)
=  

P  
x

y
 P(y)

 P 
x

y j
 P(yj)j

 

 

The features for which P(y/x) is more are the most 
deciding features and can also be considered as principle 

components. 

 

Advantages: 

a. Since this approach is based on the probability it can be 

applied to a wide variety of domains and results can be 

used in many ways.  

b. Doesn‟t require large amount of data before training to 

begin. 

c. These algorithms are computationally fast to make 

decisions. 
 

Naïve Bayes is used in this paper for malware prediction 

using web traffic data. These are the steps behind the 

Naïve Bayes algorithm: 

 

1. Training data set is taken as input. 

2. Features are extracted from that training data. In this 

paper web traffic data consists of 43 features. 

3. Then from the training data for every feature Naïve 

bayes calculates probability that if feature has 

particular value then the dataset class be will malicious 

or not. 
4. If every feature has limited possible values then above 

probabilities can be calculated. But if the large number 

of values is there for every feature, range of values can 

also be taken. 

5. Then for every row of test data set after the training 

phase. On the basis of average probabilities calculated 

from training data decision is taken. 
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Support Vector Machine: It is a classifier which finds a 

hyper plane that clearly separates the sample points of 

different labels. And it divides such that sample points of 

both labels or class are on different sides of hyper plane. 
The hyper plane is generated such that it satisfies two 

constraints: 

 

a. It should separate sample point of both labels. 

b. Distance of closest sample point of both labels should 

be maximum. 

 

Mathematically hyper plane is denoted as: 

w.x – b = 0 

 

where,  . denotes the dot product, 

w is normal vector, and the parameter b/||w|| determines 
the offset of the hyper plane from the origin along the 

normal vector w. 

W and b should be chosen such that margin should be 

maximum and distance between parallel hyper planes 

should be maximum and should still separate the sample 

points of labels given. 

 

Disadvantages: 

a. Biggest limitation of SVM is appropriate selection of 

kernel according to the dataset. 

b. Second is speed is slow and gets even slower with size 
of testing and training dataset. 

 

SVM can also be used for web based malware prediction 

using traffic data. It involves following steps: 

 

1. Training data set is taken as input. 

2. Features are extracted from that training data.  

3. Classifier is generated which separates the data into 

malicious and non malicious data. 

4. The best classifier is the one which has maximum 

margin and successfully separates the 2 classes. 

5. Test data is given and every instance of the data is 
classified according to the generated classifier. 

 

 

 
 

Decision tree: This type of classifier models data with the 

help of a tree. Tree is having features as the internal nodes 

and edges indicate the values of features. And edges 

separated nodes based on the values. All the leaf nodes of 

the decision tree represents a class which is expected to be 

obtained if we have all the features having respective 

values which are in the path from the root to that class 
having intermediate feature nodes. 

 

Some of the most popular decision tree algorithms are 

ID3, C4.5, CART. ID3 is one of the simplest decision tree 

approaches it uses concept of information gain as the 

splitting criteria. C4.5 is the evolution of ID3. It works on 

the principle of gain ratio. 

 

Advantages: All decision tree approaches are simple to 

understand and easy to interpret. 

 

Disadvantages: 

a. Most of the decision tree algorithms require features to 

have only discrete values. 

b. As these algorithms work on the principle of divide 

and conquer method so these algorithms perform well 

only if attributes are highly relevant to each other. But 

poor when complex relationships are their in feature 

set. 

 

Decision tree can be used to detect malwares using 

following steps: 

 
1. Training data set is taken as input. 

2. Features are extracted from that training data.  

3. Decision tree is generated based on the relation 

between the features such that leaf nodes of tree 

represent class labels. 

4. Test data is given and every instance of the data is 

classified according to the generated decision tree. 
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