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Abstract: A precise measure of corporate operating performance play critical role for achieving development during 

turbulent financial markets. This study proposes a reliable and sophisticated prediction architecture that incorporates 

risk metrics, dimensionality reduction technique, data envelopment analysis, and artificial intelligence technique for 

corporate operating performance forecasting. The securities market has deviated from its traditional form due to new 

technologies and changing investment strategies. The current securities market demands scalable machine learning 

algorithms supporting identification of market manipulation activities. In this paper we use Support Vector Machine 

algorithms to identify suspicious transactions in relation to market manipulation in stock market. The usage of 

ensemble classifiers in machine learning plays a vital role in prediction problems. The aim of this study is to analyze 

the accuracy of the ensemble methods in classifying the customers as good risk group or bad risk group. The opinions 

are judged on the basis of unsupervised and supervised learning. Supervised learning has unwavering to be superior to 

unsupervised mode of view verdict. The proposed paper has given a comparative study of naïve bayes and SVM on the 

opinions of the reviewers of the stock market. No system has been created for sentiment analysis in the share market. 

One decision in Stock Market can make huge impact on an investor life. The stock market is a complex system and 

often covered in  mystery, it is therefore, very difficult to analyze all the impacting factors before making a decision. In 

this research we have tried to design a stock market prediction model which is based on different factors. To find best 

predicting model we can used the Support Vector Machine algorithm.      
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I. INTRODUCTION 

 

The global economic crisis that erupted in 2007 turned the spotlight onto corporate and their risk exposures. A 

fundamental and timely question is, How the risk of a corporate should be measured? This study proposes an emerging 

architecture to measure corporate risk utilizing the variance of the performance function. By using the variance function 

we can measure the risk is low, moderate or high. The theory of accounting and corporate finance, the corporate make 

risky decisions simultaneously with the perception about the expected profits and of the level of other corporate 

characteristics, mainly debt and capital structure.  Support Vector Machine constructs a hyper plane in high 

dimensional space that maximizes the margin. This method reduces variance, over fitting problem of individual 

classifiers. Predicting the future has always been an adventurous and attractive task for the probing individuals. This 

kind of prediction becomes more fascinating when it involves money and risk like predicting the Stock Market The 

successful prediction or classification of a stock's trend could yield significant profit. In this paper, we will select some 

factors that are strongly related to the trend of a stock, and try to analyze the relationship between the selected factors 

and the trend of a stock by using machine learning technique to train a classifier on some observed data.   The major 

reason for the storage losses is due to the use of traditional methods of storage. The go-down managers dispatch the 

older stock first and then the new stock. So, in our method, we will use the past data of harvesting time, storage 

conditions  and duration of storage vs. storage losses. The corpus of our machine learning algorithm which will predict 

which stock will degrade first.  The Agronomics will get better as the farmers, the go down owners and the end 

customers will get more quantity of produce thus decreasing the prices for the end customers and also increasing the 

income of the farmers and the warehouse owners. To illustrate the use of machine learning in the solution, consider a 

warehouse which stores various stocks of onions. The storage loss depends upon factors such as number of days the 

stock has been stored, temperature, humidity in the warehouse, and deflection of harvesting time from the ideal 

harvesting time (in number of days). The system will predict the loss for each stock when the warehouse owner has to 

dispatch them. All this will be done on just one click. The machine learning algorithm will output the loss in for each 

stock and then according to the loss, the system will arrange the stocks so that the losses will be minimum. 

 

II. PROPOSED WORK 
 

 The work includes building and developing a system that notifies the share holder about the current status of 

his share so that the losses in different cultivation stages will be prevented. 
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Market data such as price and volume of securities (i.e. the number of shares or contracts that are traded in a security). 

These methods are based on expert knowledge but suffer from two issues i) detecting abnormal periods that are not 

associated with known symptoms (i.e. unknown manipulative schemes), ii) adapting to the changing market conditions 

whilst the amount of transactional data is exponentially increasing (this is due to the rapid increase in the number of 

investors and listed securities) which makes designing new rules and monitoring the vast data challenging. 

 In this paper we focus on adopting supervised learning algorithms for detecting market manipulation in stock 

market, Commodity market, feature  bonds. SVM algorithms to build models for predicting transactions that are 

potentially associated with market manipulation.  

 In our proposed system, user can select the company name form the company name list. Once user can select 

the company they can be enter the number of shares. Then system can fetch trained dataset to particular company. In 

our shares we can apply the machine learning and SVM algorithm. By using SVM algorithm we can classify the dataset 

in terms of which share has more risk. Identify risk is divided into three group: low, modulate or high. SVM algorithm 

suggest highly gain company to avoid a loss. Machine learning algorithm storage losses is due to the use of traditional 

methods of storage. 

 

 In the architecture diagram we can show the working of our system: 

 
Fig: Architecture diagram 

 

 The results compare all four algorithms over training set and test set are show in the Table below. It is evident 

from the comparison table, that SVM performed best on trained dataset.  

 

Dataset used for 

verification 

Machine Learning Algorithm 

SLP MLP RBF SVM 

Trained set 83% 67% 61% 100% 

Test set 60% 77% 63% 60% 

Average 71.5% 72% 62% 80% 

 

III. METHODOLOGY  

 

A. Support Vector Machine (SVM): 

 The support vector machine (SVM) is a training algorithm for learning classification and regression rules from 

data. SVM is used for classification and have recently become an area of intense research owing to developments in the 

techniques and theory coupled with extensions to regression and density estimation.  SVMs are based on the structural 

risk minimization principle, closely related to regularization theory. This principle incorporates capacity control to 

prevent over-fitting and thus is a partial solution to the bias-variance trade-off dilemma. Two key elements in the 

implementation of SVM are the techniques of mathematical programming and kernel functions. The parameters are 

found by solving a quadratic programming problem with linear equality and inequality constraints; rather than by 

solving a non-convex, unconstrained optimization problem. SVM can be used for both classification and regression 

task. In classification case we try to find an optimal hyper plane that separates two classes. 

  

B. Machine Learning: 
 The major reason for the storage losses is due to the use of traditional methods of storage. the go-down 

managers dispatch the older stock first and then the new stock. In our method, we will use the past data of harvesting 

time, storage conditions (temperature, humidity, etc.) and duration of storage vs. storage losses. The input is bounded 

by number of crops. In this paper, we are focusing on only three crops. We are providing suggestions to the farmers and 

traders as output. The output is also restricted because of limited number of sensors. The input depends on number and 

type of sensors installed in the farm. The Agronomics will get better as the farmers, the go down owners and the end 
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customers will get more quantity of produce thus decreasing the prices for the end customers and also increasing the 

income of the farmers and the warehouse owners. 

 

IV. LITERATURE SURVEY  

 

 In [1] these paper, A precise measure of corporate’ operating performance play critical role in it achieving 

sustainable development during turbulent financial markets, because operating performance is a suitable reflection of 

corporate management, which has been widely recognized as the main cause of financial troubles. The experimental 

results show that the proposed architecture can reduce unnecessary information, satisfactorily forecast the corporate 

operating performance ranking, and yield directions for properly allocating limited financial resource on reliable 

objects. The introduced architecture is a promising alternative for predicting corporate operating performance ranking, 

it can assist in both internal and external decision makers. 

 In [2] these paper, Market manipulation remains the biggest concern of investors in today’s securities market, 

despite fast and strict responses from regulators and exchanges to market participants that pursue such practices. The 

existing methods in the industry for detecting fraudulent activities in securities market rely heavily on a set of rules 

based on expert knowledge. The securities market has deviated from its traditional form due to new technologies and 

changing investment strategies in the past few years. The current securities market demands scalable machine learning 

algorithms supporting identification of market manipulation activities. In this paper we use supervised learning 

algorithms to identify suspicious transactions in relation to market manipulation in stock market.  

 In [3] these paper, Credit scoring prediction is a focus of banking sector to identify trickery customers and to 

reduce illegal activities. The usage of ensemble classifiers in machine learning plays a vital role in prediction problems. 

The aim of this study is to analyze the accuracy of the ensemble methods in classifying the customers as good risk 

group or bad risk group. In this paper experiments are conducted using three ensemble methods namely AdaBoost, 

Bagging, Random Forest combined with three learning algorithms. Feature selection is applied for selecting important 

attributes from credit card dataset. This paper provides an assessment on performance of the ensemble classifiers taken 

for this study. 

 In [4] these paper, Reduction of post-harvest losses is a critical component of food security. World population 

is increasing at an alarming rate and thus is the food requirement. Due to limited cultivable land, increasing the food 

production to meet the needs of people, solely, cannot be the solution. In this paper, we have proposed to build an end-

to-end system for farmers and warehouse managers to reduce post-harvest losses. It will consist of a notification-

suggestion system which will include data about the current status of farm, suggestions about correct harvesting time 

and diseases that might affect the crop in its cultivation stages. The system will also include a prediction system for 

warehouse managers which will suggest the correct dispatch sequence of the stocks and also the optimum temperature 

and humidity at which one or more crops can be transported so as incur minimum storage and transportation loss. Here, 

for the prediction-analysis and suggestions, various statistical and probabilistic techniques such as classification and 

regression are used. 

 

V. CONCLUSION 

 

 Corporate operating performance is a good reflection of a corporate management, which has been widely 

recognized to be the main reason of financial troubles. The paper, explains the gravity of the social issue the world is 

facing today and also thoroughly explains the practicality of the proposed work. The unsupervised and supervised 

learning depend methods help to find the results in a better way. The comparative study is done to justify the results. 
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