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Abstract: Reinforcement learning is used to automatically determine the ideal behaviour of a machine with the help of 

machine learning algorithms to maximize the performance of the machine. Explicit goals are not given to the algorithm. 

They have to learn this optimal goal by trial and error .think of game contra in which the movement of the player which 

is done by clicking the buttons that decide the result of the optimal gameplay, by pressing the button the error occurs 

and the reward are given accordingly. A formula is used to determine the reward of the machine and according to it, the 

rewards are given from which the machine learns. The rewards can be positive or they can be negative and on the basis 

of rewards, the machine‟s accuracy is denoted. 
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I. INTRODUCTION 

 

Reinforcement learning is the base of artificial intelligence from which the machine learns and is inspired by 

psychology and it tells how the software agents take actions in an environment so as to maximize the rewards and 

collect it. The problem is studied in many different disciplines such as game theory, information theory, and many 

others algorithm. In reinforcement learning, the machine gets positive or negative rewards. In this, the machine should 

take positive and negative rewards. Through which the machine learns and the machine is trained accordingly. The 

machine should also take negative rewards and it should know what he is doing wrong. The rewards are generated 

through a formula. The main difference is that the classical dynamic programming methods and reinforcement learning 

program and algorithm are that the occurring does not assume the exact knowledge of the mathematical model of the 

MDP and their target is large MDPs where the exact methods are not capable of being carried out. Reinforcement 

learning is different from standard learning as they learn from positive and negative rewards pairs that do not show, and 

some sub-optimal actions are not externally corrected. Instead of sub-optimal actions, it focuses on the performance 

that involves finding the balance between not- territory and of current knowledge. This exploration is a trade-off that 

has been mostly studied and is then solved from multi-armed problems and in finite MDPS.  

 

II. LITERATURE REVIEW 

 

Inverse reinforcement learning (IRL) is the general problem of recovering a reward function[1] from demonstrations 

provided by an expert. By incorporating Gaussian process (GP) into IRL, they present an approach to recovering both 

rewards and uncertainty information in continuous state and action spaces. 
 

They propose Simple Reinforcement Learning[2] for a reinforcement learning agent that has small memory. In the real 

world, learning is difficult because there are an infinite number of states and actions that need a large number of stored 

memories and learning times. To solve a problem, estimated values are categorized as "GOOD" or "NO GOOD" in the 

reinforcement learning process. 
 

It presents a framework for coordinating multiple intelligent agents[3] within a single virtual environment. 

Coordination is accomplished via a "next available agent" scheme while learning is achieved through the use of the Q-

learning and Sarsa temporal difference reinforcement learning algorithms. To assess the effectiveness of each learning 

algorithm, experiments were conducted that measured an agent's ability to learn tasks in a static and dynamic 

environment while using both a fixed (FEP) and variable (VEP) ϵ-greedy probability rate. 
 

It provides an approach to build and adapt a tutoring model by using both artificial neural networks[4] and 

reinforcement learning. The underlying idea is that tutoring rules can be, firstly, learned by observing human tutors' 

behavior and, then, adapted, at run-time, by observing how each learner reacts within a learning environment at 

different states of the learning process. 
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III. METHODOLOGY 

 

1. Agent  

Agent is machine that learns from the close interaction with the environment that it senses the state in which it is in and 

takes the action and which causes the environment to change. 

There are basically three components of Agent in Reinforcement Learning: 

i) Policy 

ii) Value Function 

iii) Model 

 

i) Policy 

Say, you are looking for a short way and you have 2 options at a particular time, left or right. Since, you don‟t have any 

idea which way to do, you will assign a random probability to each direction. This is known as Stochastic Policy as for 

every decision you have the probability given the current state. Over experience your agent will learn and will go for 

the option that gives higher probability of success. 

Π(a|s) = P[A=a | S=s] 

So, it is defined as the probability of taking an action (a) on a particular current state (s). „π‟ refers to the policy chosen at 

the time of decision. 

On the other hand say if you are taking the decision by doing proper procedure, you would be knowing that which 

direction to choose at any point of time. So, it is basically a function that tracks the state to actions. This is known as 

Deterministic Policy. 

 

ii) Value Function 

Value Function defines how good it is to be in a particular state. 

 

Considering the previous example. This time you have a rough idea about the two ways i.e. you now know the 

obstacles that will come in each way and the estimate time required in each path. So, you to calculate which path will 

for practical for you getting both heavy rewards and obstacles. This is known as Value Function 

 

iii) Model  

Model is the agent’s representation of the environment. 

We again consider the example of two roads (left and right). You are standing of the crossing. You can see a little bit of 

the path ahead in each road. For example, the road to the left does not have proper lighting and also, the roads are not 

quite good. While the other road has proper lighting and the roads are also concrete road. From that point of view you 

will predict the road ahead and accordingly you will decide which path to go for. So, for our agent it will predict the 

dynamic environment with the data he has and accordingly it will choose the path. It is known as Transition model. 

 

2. Environment 

Environment is nothing but the surrounding in which the agent moves or perform its task i.e. it is the physical world in 

which the agent operates. Here the agent performs its task and gain reward. The environment is the place where we can 

find out whether our agent is getting positive reward of negative reward. The environment consists of number of 

obstacles designed for the agent to perform its task. Environment plays an important role in reinforcement learning. 

Without environment the reinforcement learning is incomplete.  

 

3. Reward 

The feedback sends by the environment to determine the last action. In reinforcement learning the rewards are received 

on the basis of the agent's behaviour in the environment and the state that the agent is in. If the agent is in the state in 

which he should not be then it will receive a negative reward but if the agent is the state in which it should be then it 

will receive a positive reward. The amount of positive or negative reward a agent receives according to it the accuracy 

of the agent is decided. The reward is decided on the basis of the value of gamma. While the agent is in testing process 

gamma‟s value is given 0, if the agent is in perfect state the value of gamma given is 1.  Even if the value we are not 

sure about the agent's action the gamma is kept between 0 and 1. The positive reward indicates that the agent is learning 

properly and the task given to agents is being done properly. If the agent has more negative reward then the positive 



IJARCCE 
                                                                                                                                                                                                                                                       ISSN (Online) 2278-1021 
                                                                                                                                                                                                                                                          ISSN (Print) 2319-5940 

 

International Journal of Advanced Research in Computer and Communication Engineering 
ISO 3297:2007 Certified 

Vol. 7, Issue 7, July 2018 

 

Copyright to IJARCCE                                              DOI  10.17148/IJARCCE.2018.776                                                         41 

reward then the agent is not working properly. So to make it work properly we have to make some changes in the 

agent's program.  

 

4. State 

State is something that the machine it is in. For example, a car is halted at the signal. Currently the signal is red so the 

car will stop. Stop is the current state of the car which it is in and when the signal turns green the state is changed and 

the car should move now. The change of state should be done which will result in some action taken by the car. 

 

5. Action 

Action is taken when state changes. Considering the above example, when the signal turns red the state is stop and car 

stops. The action taken by the car is to stop and when the signal turns green the car should move and the action taken is 

to move. When the car moves it will receive a positive reward +1 and if doesn‟t it will receive a negative reward -1. 

This is how an agent learns from the action. 
 

Working of reinforcement learning with the help of diagram: 

 
Vπ(s) = Eπ[Rt + yRt+1 + y

2
Rt+2 + … | St = s] 

 

Here, „s‟ is our current state. „π‟ is the policy that we use to define our behaviour. In the situation above „π‟ is the 

behaviour of being unwilling, i.e., we got to the current state by being unwilling to do a work. „R‟ is the reward that we 

will get for travelling to a state. „y‟ is the discount factor which helps us weight the impact of future rewards. So, 

basically the value of being in a state is the sum of the present reward we are getting for being in that state and the future 

rewards that we will get if we take different actions on a particular state. We are not thinking about the future award as 

the future rewards as we cannot predict the future rewards. Since, it is stochastic model we are not sure if we will 

actually get those rewards or not. 

 

IV. CONCLUSION 
 

In this we have studied and gathered the information about reinforcement learning i.e. how reinforcement learning works 

and what are the element of reinforcement learning which is also known as elements of machine learning. As we saw 

each element has its own task and it helps us to know whether the specific task is being performed properly or not. The 

behaviour of AGENT, ENVIRONMENT, REWARD, STATE, ACTION, help us to know whether the machine has 

learn successfully or not.  
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