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Abstract: According to NCBI  research journal , oral cancer ranks in the top three of all cancers in India, which 

accounts for over thirty per cent of all cancers reported in the country and oral cancer control is quickly becoming a 

global health priority. In these years recently India is a country having a majority of oral cancer patients in comparison 

to other countries. In a survey it was determined that 12.5 per 1,00,000 people suffer from oral cancer . The major 

causes of this disease spreading as an epidemic is not hereditary or in born, but the lifestyle that people live over here. 

Chewing and smoking tobacco and other intoxicant weeds containing harmful strains of carcinogenic pathogens is a 

hobby over here in India. Both the wealthy and poor class of people have easy access to these intoxicants, over which it 

seems to be obvious that the government has no strict quality control . Oral cancer and tuberculosis are the 2 major 

widespread diseases that are blooming over the entire Indian nation. Alcohol also has an involvement in oral cancer to 

some extent, but tobacco is the major trigger for it. Work is being done in order to find out methods of early detection 

and treatment of people through routine checkups and surveys organized both by government and non government 

organizations. Early detection is important because diagnosis of tongue and oral cavity in early stages can help 

preventing it easily. With the help of predictive models; such as: decision tree model, genetic algorithm, tree boost 

model and decision tree forest model; early detection and treatment of patients can be done. 
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I. INTRODUCTION 

 

India where tobacco use is exuberant, has made its government to make cigarette  manufacture  include a graphic 

warning on packets to support the protection of minority who are uneducated . Oral cancer rates are very high in India. 

In comparison with the U.S. population, where oral cavity cancer represents only about 3% of malignancies, it accounts 

for over 30% of all cancers in India.  

 

Paan masala products are also dangerous, as they contain areca nuts, a potential cancer-causing agent. Areca nuts have 

addictive properties similar to caffeine, tobacco, and alcohol and can lead to a high number of cases of sub mucous 

fibrosis, which can become malignant. India has a high incidence of oral cancer due to tobacco use, and as said by the 

Global Adult Tobacco Survey, the age of initiation of tobacco habits in India is 17 years. 

All forms of tobacco use and alcohol abuse are known risk factors for oropharyngeal cancer. 57% of all men and 11% 

of women between 15–49 years of age use some form of tobacco in India. Those who smoke bidis have a three-fold 

higher risk of oral cancer compared with non-smokers, and are also at increased risk of lung, stomach and esophageal 

cancer. As mentioned, not selling to minors is one way to slow down use. Also, large graphic warnings are said by 

some to be of benefit. 

 

The Indian National Cancer Registry Programme report shows worrying rises in cancers of the upper aero-

digestive tract (mouth, tongue, oro-pharynx, hypo pharynx, larynx and oesophagus) among both sexes as important 

sites for undertaking risk factor research and implementing early detection programmes. Improved pub lic health 

education and promotion is vital, as are top down policy approaches such as those of the Framework Convention 

on Tobacco Control, extended to include all forms of smokeless tobacco.  

 

II. METHODOLOGY 

 

The genetic algorithm is a method for solving both constrained and unconstrained optimization problems that is 

based on natural selection, the process that drives biological evolution. The genetic algorithm repeatedly modifies a 

population of individual solutions. At each step, the genetic algorithm selects individuals at random from the current 

population to be parents and uses them to produce the children for the next generation. Over successive generations, 

the population "evolves" toward an optimal solution. You can apply  the algorithm to solve a variety of optimization 
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problems that are not well suited for standard optimization algorithms, including problems in which the objective 

function is discontinuous, non differentiable, stochastic, or highly nonlinear. The genetic algorithm can address 

problems of mixed integer programming, where some components are restricted to be integer-valued. 

 

The genetic algorithm uses three main types of rules at each step to create the next generation from the current 

population: 

 Selection rules select the individuals, called parents, which contribute to the population at the next 

generation. 

 Crossover rules combine two parents to form children for the next generation. 

 Mutation rules apply random changes to individual parents to form children.  

 

Initial Population: The algorithm begins by creating a random initial population, as shown in the following figure.  
 

 
 

In this example, the initial population contains 20 individuals, which is the default value of Population size in 

the Population options. Note that all the individuals in the initial population lie in the upper -right quadrant of the 

picture, that is, their coordinates lie between 0 and 1, because the default value of  Initial range in 

the Population options is [0;1]. 

 

If you know approximately where the minimal point for a function lies, you should set  Initial range so that the point 

lies near the middle of that range. For example, if you believe that the minimal point for Rastrigin's function is near 

the point [0 0], you could set Initial range to be [-1;1]. However, as this example shows, the genetic algorithm can 

find the minimum even with a less than optimal choice for Initial range. 

 

Selection: The selection function chooses parents for the next generation based on their scaled values from the 

fitness scaling function. An individual can be selected more than once as a parent, in which case it contributes its 

genes to more than one child. The default selection option, Stochastic uniform, lays out a line in which each parent 

corresponds to a section of the line of length proportional to its scaled value. The algorithm moves along the line in 

steps of equal size. At each step, the algorithm allocates a parent from the section it lands on. 
 

A more deterministic selection option is Remainder, which performs two steps: 

 In the first step, the function selects parents deterministically according to the integer part of the scaled 

value for each individual. For example, if an individual's scaled value is 2.3,  the function selects that individual 

twice as a parent. 

 In the second step, the selection function selects additional parents using the fractional parts of the scaled 

values, as in stochastic uniform selection. The function lays out a line in sections, whose lengths are proportional to 

the fractional part of the scaled value of the individuals, and moves along the line in equal steps to select the parents.  

Note that if the fractional parts of the scaled values all equal 0, as can occur using Top scaling, the selection is 

entirely deterministic. 

 

III.      REVIEW OF LITERATURE 
 

Every year approximately 2,00,000 deaths worldwide and 46,000 deaths particularly in India account for oral cancer 

(Jemal et al. 2010). The study shows that the developing countries like Melanesia, South-Central Asia and Central and 
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Eastern Europe have the highest rate of oral cavity cancer, whereas the developed countries like Africa, Central 

America, and Eastern Asia have the lowest rate of oral cavity cancer, for both males and females (Ferlay et al. 2010). 

Oral cancer, with its widely variable rate of occurrence, has one of the highest incidences in Indian subcontinent where 

it ranks among the top three types of cancer in the country (Elango et al. 2006). Age-adjusted rate of oral cancer in 

India is high, that is, 20 per 100,000 population that accounts for over 30 % of all cancerous persons in the country 

(Sankaranarayanan et al. 1927). It is of public health importance in India as it has been estimated that 83,000 new oral 

cancer cases occur here each year (Manoharan et al. 2004; Agrawal et al. 2012). The difficulty level is high because it 

is usually diagnosed at later stages which result in low treatment outcomes and considerable high cost to the patients 

who typically cannot afford this type of treatment (Khandekar et al. 2006). The prognosis for patients with oral cancer 

also remains poor in spite of advances in therapy of many other malignancies. Early diagnosis and treatment remains 

the key to improved patient survival. To achieve success in treatment, it is essential to determine the hidden patterns 

and trends in the oral disease data, which can be collected from oral healthcare industry and subsequently „„analyzed or 

mined‟‟ to help healthcare practitioners for effective decision making. 

 

Manual extraction of patterns from the data has occurred for centuries. The Bayes‟ theorem (1700s) and regression 

analysis (1800s) were considered to be early methods of identifying patterns in the data. The proliferation, ubiquity and 

increasing power of computer technology have dramatically increased the data collection, storage, and manipulation 

ability (Han and Kamber 2012). As datasets have grown in size and complexity, the direct „„hands-on‟‟ data analysis 

has increasingly been augmented with indirect, automated data processing, aided by other discoveries in computer 

science, such as neural networks, cluster analysis, genetic algorithms (1950s), decision trees (1960s) and support vector 

machines (1990s). Data mining is the process of applying these methods with the intention of uncovering hidden 

patterns in large datasets (Kantardzic and Mehmed 2003). 

Data mining (the analysis step of the „„knowledge discovery in databases‟‟ process, or KDD), an interdisciplinary 

subfield of computer science, is a computational process of discovering patterns in large datasets (Fayyad et al. 1996; 

Data Mining Curriculum (2006); Clifton and Christopher 2010; Hastie et al. 2009). It bridges the gap from applied 

statistics and artificial intelligence (which usually provide the mathematical background) to database management by 

exploiting the way the data are stored and indexed in the databases to execute the algorithms more efficiently, allowing 

such methods to be applied to ever larger datasets. The overall goal of data mining process is to extract information 

from a dataset and transform it into an understandable structure for further use (Data Mining Curriculum 2006). Apart 

from the raw analysis, it involves database and data management aspects, data pre-processing, model and inference 

considerations, interestingness metrics, complexity considerations, post-processing of discovered structures, 

visualization and online updating (Data Mining Curriculum 2006). There are various data mining tools available that 

can be used to predict behavior's and future trends, allowing businesses to make proactive, knowledge-driven decisions. 

Data mining tools can answer business questions that traditionally were too time consuming to resolve. They scour 

databases for hidden patterns, finding predictive information that experts may miss because it lies outside their 

expectations. The information gained can be used to develop a model for prediction and classification of new data 

(Cunningham and Holmes 1999). 

 

CONCLUSION 

 

With the help of this study we can conclude that in spite of having a large amount of medical data, it lacks in the 

quality and the completeness of data because of which highly sophisticated data mining techniques are required to 

build up a efficient decision support system .Data mining techniques and methods applied in patient medical dataset 

has resulted in innovations, standards and decision support system that have significant success in improving the 

health of patients and the overall quality of medical services. In our work we have used genetic algorithm for 

prediction of oral cancer .By applying probability function on parameters and creating fitness function we have 

found the range of each data. So depending on different conditions there are different probability of having oral 

cancer. After applying genetic algorithm on data set we can conclude that probability of oral cancer is highest in 

case where probability of abnormal X-rays is 1 and probability of bronchitis is also 1 which can be concluded from 

the graph in previous chapters. Hence saving cost and time to undergo medical tests and checkups and ensuring that 

the patient can monitor his health on his own and plan preventive measures and treatment at the early stages of the 

diseases.  
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RESULT 

 

 After using Genetic algorithm on the data set of oral cancer patients following results were obtained. 
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