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Abstract: Grid is a kind of distributed and parallel computing. Mainly it is used to solve complex problems such as 

weather forecasting, earth observation and financial modeling (etc).  Hence we propose the reputation based deadline 

scheduling in grid, which is to be consider important factor for resource selection. In this paper, reputation based 

deadline scheduling is based on select for solving a complex task within particular schedule. Most existing reputation 

models used for reliability evaluation ignore the time influence. Based on Reputation Prioritized Based Deadline 

Scheduling Algorithm (PDSA) using average turnaround time. PDSA has shown optimal performance as compared to 

EDF and RR scheduling algorithm. 
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I.           INTRODUCTION 

 

Grid is a collection of different nodes where in all of them contribute any combination of resources. The basic idea of 

Grid Computing is to create a large and powerful virtual computer which is a collection of heterogeneous distributed 

environment. Job Scheduling is used to choose the most suitable resource for a job to complete its execution based on 

the waiting time, turnaround time. The basic idea of Grid is one such technology providing solution to the industry 

expectation by the way of resource sharing and allocation .The reputation is an important part in evaluating the deadline 

scheduling. It collects a particular resource from the group of users.  

 

Reputation Based Deadline Scheduling is more effective than normal way of scheduling to enable reputation, two 

important issues need to be considered.(i)How to evaluate the reputation and (ii)How to perform reputation based on 

deadline scheduling. Reputation systems are commonly used to evaluate reliability. Firstly, most reputation according 

to its ratio of successfully completed tasks. Secondly, from the task perspective to all the tasks on a resource based on 

the resource reputation. Several list of algorithm have been proposed for this problem. Usually Prioritized Based 

Deadline Scheduling Algorithm (PDSA) can provide a better quality solution to list of algorithms. Although PDSA is 

more time consuming. It is acceptable for applications with long runtime. Furthermore Grid Computing stands out as 

the principle occurring for several years of time. Simply by concentrating on virtual organizations to be able to share 

large scale resources innovating applications and perhaps acquiring high performance orientation. Most of the 

scheduling algorithms have not considered deadline perspective for job execution. PDSA has been proposed to meet 

deadline constraints. 

This motivated us to design reputation service for Grids to assist in the selection process for resources .Reputation 

based service and product selection has proved to be a great asset for online sites such as eBay and Amazon. We 

believe that such reputation service framework is importance for Grid Computing to increase reliability, utilization and 

popularity. Grid environment that agglomerates expensive and specialized resources including high-performance 

servers, storage databases, advanced scientific etc. 

II.            REPUTATION AND DEADLINE 

In this section we define the basic terminology that will be used throughout the rest of the paper. 

 

 A. REPUTATION 

 

The reputation of an entity is an expectation of its behavior based on other entities. It includes agents, services and 

persons in the grid. Resource reputation provides a way of assigning quality or value in regards to a resource. If a 

resource is known to provide certain qualities over a period of time irrespective of its limitations, then it is assumed to 

have good limitations. 
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B.  DEADLINE 

 

In deadline the processes are dispatched based on minimum deadline on the ready queue. When a process has 

completed its task it will be terminated and then the next job with minimum deadline will be dispatched from the ready 

queue. 

 
III.              RELATED WORK  

 

Algorithm 1 RD Reputation Calculation Algorithm for each resource ri do 

1  

2 ti ← 1 

3 current _ time 

4 runtimei ← 0;  ci ← 0 

5 end for 

7 while there is a reputation record testimony ij  do 

8 if ( f i   ) then //current interval 

 j i windows   

9  

10  

11 fi ← max( f ji , fi ) 

12 Remove the record testimonyij 

13 Compute λstatistici by Equation 2 

14 Compute rdr i by Equation 3 

15 else//next interval 

16 rdriti  ← rdri 

17  

18  

19 runtimei ← 0;  ci ← 0 

20 end if 

21 end while 

 

The real time resource reliability can be monitored by the resource’s reputation, which can be defined as the probability 

that the resource can deliver the expected utility service [2]. Neither the normalized number nor the ratio of correct 

responses considered the time influence [3].PDSA used to evaluate the reputation. Although task runtime is included in 

their model, they did not specify how the task runtime affects the reputation. The time related performance can also be 

evaluated by the resource availability [4]. 
 
Moreover, most existing works did not give methods or algorithms to predict the real time task failure rate for a 

resource, which is needed for task scheduling. However our reliability-driven reputation is specially defined to be time 

dependent, and our reputation calculation algorithm  can provide from one of the remote host and it will record the job 

information in the job table and update its accumulative successful execution rate. If a job scheduler receives a job 

completion message from one of the remote host, it will record the job information in the job table and update its 

information. 

 

IV.       PROPOSED JOB SCHEDULING 

Prioritized Deadline Based Scheduling Algorithm (PDSA): This algorithm executes the job with the closest deadline 

time delay in the cyclic manner using a dynamic time quantum. Based on our algorithm perform the allocation for a 

single processor based on the deadline criteria dependent on the minimum time delay of job execution, turnaround time, 

waiting time and maximum tardiness. 

 

Basic definition of the aforementioned criteria: 

Let us assume Ji : ith Job; 
n: the number of jobs; 
TQi : time quantum of job i; 
Ti : arrival time of job i; 
di: deadline of job i; 

i: burst time of job i; 
LCM( 1 to n): lowest common multiple of overall burst time of job i; 
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Ci: Job completion time of job i; 
TTRi: turnaround time of job i; 
TWTi: waiting time of job i; 
TTDi: time delay of job i; 
TTRDi: tardiness of job i; 
TMax_TRD: maximum tardiness; 
S-list: Sorted list; 
 
1.Time delay: Referred to the time difference   between burst time and deadline time. 
 

TWTi = TTRi -  i…….(1) 

 (1) 
  
2.Time quantum:  referred to a fixed time for each job to be executed in cyclic manner meaning when a job has 

completed its task, i.e. Before the expiry of the time quantum, it terminates and is deleted from the system. The next job 

is then dispatched from the head of the ready queue. 

Time quantum, take = LCM ( 1 to  n)……(2) (2) 
 
 
3.Turnaround time: Referred to the total time taken between the submission of job for execution and the return of the 
completed result. 

Turnaround time TTRi = Ci   …….(3)    

Average turnaround time,   

 n   

 T
TRi   

T
Avg 

_TR 

i 1 
 

 

 ...............................................................................  

N……(3) 

 
 

   
 

 

4. Waiting time: Referred to the total waiting time of job before its final execution. 

 

 TWTi = TTRi -  i……….(4) (5)  

   

    Assign time quantum, by computing LCM of all burst time, and then compute the value of time delay for each job by 

sorting out the jobs on the basis of time delay in ascending order, then selecting the jobs with minimum time delay for 

execution. If multiple jobs have same time delay value then, it will break the tie by selecting a job from job set on the 

basis of FCFS .The algorithm dispatches jobs from the head of the ready queue for execution the CPU. Jobs being 

executed are preempted based on a time quantum. A Preempted Process Control Block (PCB) is linked to the tail of the 

ready queue. When a job has completed its task, i.e. before the expiry of the time quantum, it terminates and is deleted 

from the system. The next job is then dispatched from the head of the ready queue. After each cycle a new time 

quantum will be assigned, by computing LCM of all remaining burst time of jobs. The value of turnaround time waiting 

time and tardiness for each job are computed. The algorithm computes the average turnaround time each user's job, 

average waiting time each user's job and finally compute the maximum tardiness value for jobs to identify the 

maximum time delay of jobs execution. 

 

V.    RESULT AND DISCUSSION 

 

(A) Average Turnaround Time 

 

Our simulator has been used to carry out extensive experimentation using the Windows 7 operating system on an Intel 

Core4 Duo. We used Monte Carlo method for process set generation in our experiments. The simulations of the 

algorithms have generated useful data that has been analyzed. To check the performance of the proposed algorithms, 

i.e.   PDSA scheduling algorithm, FCFS scheduling algorithm and RR scheduling algorithm. 

We assume 50 numbers for CPU time for various job, we have taken this CPU time values in 10, 100 and 1000 

showing the heterogeneous demands of the user s jobs, each with different characteristics, and ran them through the 

simulator. Each job is specified by its CPU burst length, arrival time and priority number. Each job set has been given a 

time quantum for simulation. Performance   metrics for the CPU scheduling algorithms are based on the following 
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factors - Average Turnaround Time, Average Waiting Time and Maximum Tardiness. The traditional reputation based 

task failure probability gets close to the standard task failure probability only when the test tasks in the system also 

have the medium task size. Otherwise, the failure probability also increases as the size of the test tasks increases. And 

when the resources have a faster speed   or lower failure. 

 

 

Fig.1 shows that, PDSA has the best performance as compared to FCFS and RR under variable and scalable workload. 

 

 

 
(B) Average  Waiting Time 

 

CONCLUSIONS AND FUTURE WORK 

 

In this paper, a scheduling algorithm for executing jobs on grid systems is proposed. Just like real-life scenarios, we 
have considered the dynamic arrival of jobs as well as the deadline requirement of each job to be processed. The 

experiment has been performed by varying workload, by increasing jobs from 100 to 1000 in a scalable manner. The 
result has shown maintained performance under dynamic environment. Based on the comparative performance analysis  
PDSA has shown the best performance as compared to FCFS and RR scheduling algorithm under variable and scalable 
workload. We have developed a new simulator using Java language to facilitate this research. This has been input 
simply by extensive experimentation. Various possible input patterns were experimented with all the CPU scheduling 

algorithms. We can say that PDSA is a scheduling policy from the system point of view; it satisfies the system 
requirements (i.e. short Average Waiting Time and short Turnaround Time) and also supports scalability under heavy 
workload. In the future, we will evaluate and propose a computational scheduling algorithm on the grid based on 
multiple processors and perform detailed comparative performance analysis with other scheduling approaches. 
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