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Abstract: Big data is growing exponentially, and along with that is the technology and new algorithms being 

developed. With the accumulation of big data, Machine learning and Artificial Intelligence are getting implemented 

into newer spheres. One of the fields in the sphere is Healthcare and Biomedical. Early disease prediction, patient care, 

and community services can be made possible using this accumulation of big data, with the help of Machine Learning. 

Though predicting diseases using Machine Learning can be implemented, but the accuracy of prediction is reduced due 

to incomplete medical data. Moreover different regions have different chronic diseases depending on the geographical 

conditions and community, an outbreak of disease. To overcome the problem of incomplete data, an approach of the 

latent factor model is used to reconstruct the missing data. In this paper, we propose a new Convolutional Neural 

Network which is based on Multimodal Disease Risk Prediction algorithm (CNN-MDRP) with the help of structured 

and unstructured data directly from hospital and research institutes. None of the existing work is focused on both data 

types in the field of medical big data analytics. Compared to several previous prediction algorithms, our prediction 

algorithm has the prediction accuracy of approximately 95% and speed faster than that of CNN-UDRP, a Uni modal 

Disease Risk Prediction based prediction algorithm. 
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I. INTRODUCTION 
 

Most of the medical care fees are spent on chronic disease treatment. The increase in chronic disease incidence has 

exponentially increased the data accumulation. This increase in chronic diseases has made it possible and essential to 

collect Electronic Health Records (EHR) and it is very convenient to do so. Besides the collection of Mobile users’ 

health-related real-time data big data can be easily achieved with advance heterogeneous vehicular networks. But as the 

data accumulation in the field of medical data has made it possible to implement a system which is faster and much 

more accurate than that of traditional disease prediction systems. With the development of big data analytics, more and 

more attention can be paid on disease prediction from the perspective of the big data analysis. Many pieces of research 

have been already conducted by selecting various characteristics automatically from a large number of data which 

improves the accuracy of risk classification, rather than previously selected characteristics. However, existing research 

work considered structured data. In order to use unstructured data, for example, Convolutional Neural Network (CNN) 

for extracting text characteristics automatically has already been attracting wide attention. Machine learning gives the 

methodology and different approaches which can prove to be very useful in disease prediction using machine learning. 

 

II. EXISTING SYSTEM 
      
Prediction using traditional disease risk model usually involves a machine learning and supervised learning algorithm 

which uses training data with the labels for the training of the models. High-risk and Low-risk patient classification is 

done in groups test sets. But these models are only valuable in clinical situations and are widely studied. A system for 

sustainable health monitoring using smart clothing by Chen et.al.He thoroughly studied heterogeneous systems and was 

able to achieve the best results for cost minimization on the tree and simple path cases for heterogeneous systems.  
       

The information of patient’s statistics, test results, and disease history is recorded in EHR which enables to identify 

potential data-centric solutions which reduce the cost of medical case studies. Bates et al. propose six applications of 

big data in the healthcare field. Existing systems can predict the diseases but not the subtype of diseases. It fails to 

predict the condition of people.   The predictions of diseases have been non-specific and indefinite. 

 

III. PROPOSED SYSTEM 
 

In this paper, we have combined the structure and unstructured data in healthcare fields that let us assess the risk of 

disease. The approach of the latent factor model for reconstructing the missing data in medical records which are 

collected from the hospital. And by using statistical knowledge, we could determine the major chronic diseases in a 
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particular region and in particular community. To handle structured data, we consult hospital experts to know useful 

features.  

       

In the case of unstructured text data, we select the features automatically with the help of CNN algorithm. We propose 

a Convolutional Neural Network based Multimodal Disease Risk Prediction (CNN-MDRP) algorithm for both 

structured and unstructured data. 

        

      The disease risk model is obtained by combining both structured and unstructured features. 

 

IV. SYSTEM ARCHITECHTURE 

 

 

Fig. 1  System Architecture 

 

V. CONCLUSION 

 

With the proposed system, higher accuracy can be achieved. We not only use structured data, but also the text data of 

the patient based on the proposed CNN-MDRP algorithm. To find that out, we combine both data, and the accuracy 

rate can be reached up to 95%. None of the existing system and work is focused on using both the data types in the field 

of medical big data analytics. Our proposed system is much faster than of CNN-UDRP that is Convolutional Neural 

Network based on Uni modal Disease Risk Prediction. 
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