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Abstract: Coronary Artery Disease is the most fatal of all diseases in human beings. The heart muscle, like every other 

part of the body, needs its own oxygen-rich blood supply. Arteries branch off the aorta and spread over the outside 

surface of the heart. The Right Coronary Artery (RCA) supplies the bottom part of the heart. The short Left Main (LM) 

artery branches into the Left Anterior Descending (LAD) artery that supplies the front of the heart and the Circumflex 

(Cx) artery that supplies the back of the heart. In this paper we start with data acquisition. Any acquired/ given data can 

be analysed and conclusions drawn accordingly. The acquired or given data usually exists in its crude or raw state. In 

our assignment, the acquired data consists of many physiological parameters which directly or indirectly lead to this 

disease. Data pre-processing helps to format the data into useful form by removing redundancy and noise, eliminating 

missing and non-numerical values, and also by normalization. Data analysis and visualization are carried out to 

improve the statistical analysis of given data. Logistic regression is carried out on the data since it contains lot of 

columns with categorical values. Accuracy, precision, and f1 score of the model have been measured. Various 

conclusions can be drawn from this interdependent data set and can be stored as historical data for future analysis. We 

then try out various other ML algorithms like Random Forest classifier, SVM and KNN algorithm. We then compare 

the models with Logistic Regression method.         
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I. INTRODUCTION 

 

Data contains; 

i. age - age in years 

ii. sex - (1 = male; 0 = female) 

iii. cp - chest pain type 

iv. trestbps - resting blood pressure (in mm Hg on admission to the hospital) 

v. chol - serum cholesterol in mg/dl 

vi. fbs - (fasting blood sugar > 120 mg/dl) (1 = true; 0 = false) 

vii. restecg - resting electrocardiographic results 

viii. thalach - maximum heart rate achieved 

ix. exang - exercise induced angina (1 = yes; 0 = no) 

x. oldpeak - ST depression induced by exercise relative to rest 

xi. slope - the slope of the peak exercise ST segment 

xii. ca - number of major vessels (0-3) coloured by fluoroscopy 

xiii. thal - 3 = normal; 6 = fixed defect; 7 = reversible defect 

xiv. target - have disease or not (1= yes, 0= no) 

 

 
Figure 1 shows the Python code to import libraries. 
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II. PROBLEM STATEMENT 

 

Data has to be acquired from reports. Data analysis and visualization needs to be carried out for statistical and graphical 

analysis of the acquired data. Logistic regression needs to be carried out on the data set (categorical). Accuracy, 

precision, and f1 score of the model to be measured. Other classification Machine Learning algorithms like SVM, 

Random Forest Classifier and KNN algorithm need to be applied on the prepared and split data. Conclusions to be 

drawn from the prepared report. The accuracies of the above models to be compared graphically and selecting the best 

fit. Finally, after proper analysis a best fit Logistic regression prediction model needs to be designed with very high 

accuracy.  

 

III. METHODOLOGY 

 

A. Importing Libraries [2] 

Figure 1 shows the Python code to import libraries. We have used three libraries 

 ‘numpy’ is a package for scientific computing with Python. This library is imported as ‘np’ and will be used 

throughout the project. 

 ‘pandas’ is for data manipulation and analysis. panadas is an open source, BSD- licenced library providing easy-to-

use data structures and data analysis tools. pandas is imported as pd. 

 ‘matplotlib.pyplot’ is a collection of command style functions that make matplotlib work like MATLAB. It is 

imported as  plt 

 ‘seaborn’ is a Python data visualization library based on matplotlib for attractive and informative statistical 

graphics. 

 

B. Importing data: Figure 2 shows the Python code to import data from respective directory/ file and assigning it to 

DataFrame df. The data stored in CSV format is being imported. [3] [4] 

 

C. Checking for NaN: It is very essential in data pre-processing to check for NaN. In this attempt we could identify few 

NaN. Figure 3 shows the python code to check for NaN. 

 

D. Manipulating NaN values: It is essential to remove the NaN values. This can be done by  

 Removing the entire column containing many NaN values 

 Forward fillna method 

 Backward fillna method 

 Mean method 

Figure 4 shows the technique of forward fillna method and figure 5 shows the method of dropping the column. 

 

E. Plotting a Heatmap: Correlation between the fields of the recorded data is analysed by plotting a heatmap. The 

values may be negative or positive and the magnitude plays a key role in designing various predictive models in AI.  

 

F. Splitting the data into train and test sets. Figure 6 shows the python code to split the data set into train and test data. 

 

G. Applying logistic regression on the split data. Figure 7 shows logistic regression on given data set. 

 

 
Figure 2 shows the Python code to import data and assigning it to DataFrame df. 

 

H. The data needs to be normalized and transpose of the split data to be generated. 

 

I. The data after normalization, SVM, KNN and Random Forest model is applied. Figure 8, 9 and 10 shows the 

implementation of SVM, KNN and Random Forest algorithm respectively. [5] 

 

J. The accuracies of these models are measured and plotted. Figure 11 shows the comparison plot.  

 

K. Finally, after proper analysis a best fit Logistic regression prediction model is designed with very high accuracy. 

 

 

 



IJARCCE 
 

 ISSN (Online) 2278-1021 
   ISSN (Print) 2319-5940 

 

             International Journal of Advanced Research in Computer and Communication Engineering 
 

Vol. 8, Issue 12, December 2019 
 

Copyright to IJARCCE                                                    DOI  10.17148/IJARCCE.2019.81212                                                                60 

 
Figure 3 shows the technique of forward fillna method. 

 

 
 

Figure 4 shows the python code to split the data set into train and test data. 

 

 
Figure 5 shows logistic regression on given data set. 
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Figure 6 shows the implementation of SVM algorithm. 

 

 
Figure 7 shows KNN implementation. 

 

 
 

Figure 8 shows the Random Forest classifier method. 
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Figure 9 shows the accuracy comparison plot. 

 

IV. DATA VISUALIZATION 

 

Data visualization is an integral part of data analytics and Machine Learning. When there is a huge data set, manual 

analytics becomes almost impossible. Data visualization plays a vital role in analysis in such situation. It involves use 

of various plots – bar graph, pie charts, box plots, line graphs and many more. Figure 12 and figure 13 includes a 

scatter graph of Max heart rate vs. Age and a plot of FBS respectively. 

 

 
Figure 10 shows a scatter graph of Max heart rate vs. Age. 

 

 
Figure 11 shows a bar graph of FBS. 
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V. RESULTS 

 

After analysing the heatmap and figuring out the correlation between different columns/ physiological parameters, 

Logistic regression needs to be carried out to create a prediction model. Figure 14 shows the results of logistic 

regression model. Figure 15 shows the Accuracy score of the designed model. From this data, precision, f1 score and 

reliability can be calculated.  

 

 
Figure 14 shows the results of  logistic regression model 

 

 
Figure 15 shows the Accuracy score of the designed model. 

 

VI. CONCLUSION 

 

21st century is the era of data explosion and manual analysis of such huge data is almost impossible. In our assignment 

we have used data analysis and Machine Learning algorithms to make predictions in seconds. Also the accuracy of 

these data can be verified. Data analysis and visualization was carried out for statistical and graphical analysis of the 

acquired data. Logistic regression was carried out on the data set (categorical). Accuracy, precision, and f1 score of the 

model was measured. Other classification Machine Learning algorithms like SVM, Random Forest Classifier and KNN 

algorithm were applied on the prepared and split data.  
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