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Abstract: Heart disease, also known as cardiovascular disease, is a general term for a variety of conditions that affect 

the heart and blood vessels. It is a chronic disease that can lead to serious events including heart attack and death. Heart 

disease is one of the leading causes of death in Canada and worldwide. The most common form of heart disease is 

Coronary Artery Disease (CAD) caused by atherosclerosis. Some heart attacks cause very little damage to the heart 

muscle and the heart can still pump strongly. Some heart attacks are larger and the muscle damage causes a weak heart. 

There are several heart tests that measure the strength of the heart such as an echocardiogram (an ultrasound of the 

heart that looks at the pumping strength of the heart and how the heart valves work), nuclear scans such as a MUGA 

scan, or a ventriculogram which is commonly done during an angiogram. After many lab tests and investigations data 

has been tabulated and ready to be analysed. Any acquired/ given data can be analysed and conclusions drawn 

accordingly. The acquired or given data usually exists in its crude or raw state. In our assignment, the acquired data 

consists of many physiological parameters which directly or indirectly lead to this disease. Data pre-processing helps to 

format the data into useful form by removing redundancy and noise, eliminating missing and non-numerical values, and 

also by normalization. Data analysis and visualization are carried out to improve the statistical analysis of given data. 

Logistic regression is carried out on the data since it contains lot of columns with categorical values. Accuracy, 

precision, and f1 score of the model have been measured. Various conclusions can be drawn from this interdependent 

data set and can be stored as historical data for future analysis.         
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I. INTRODUCTION 

 

As of 2010, CAD was the leading cause of death globally resulting in over 7 million deaths. This increased from 5.2 

million deaths from CAD worldwide in 1990. It may affect individuals at any age but becomes dramatically more 

common at progressively older ages, with approximately a tripling with each decade of life. Males are affected more 

often than females. The heart muscle, like every other part of the body, needs its own oxygen-rich blood supply. 

Arteries branch off the aorta and spread over the outside surface of the heart. The Right Coronary Artery (RCA) 

supplies the bottom part of the heart. The short Left Main (LM) artery branches into the Left Anterior Descending 

(LAD) artery that supplies the front of the heart and the Circumflex (Cx) artery that supplies the back of the heart. Over 

time, plaque builds up on the inside wall of arteries. Plaque is made of several substances including cholesterol. This 

build up is called atherosclerosis or hardening of the arteries. It can start at an early age and is caused by a combination 

of genetic and lifestyle factors that are called risk factors. Atherosclerosis can cause a narrowing in the arteries to 

various parts of the body such that blood flow is slowed or blocked. Poor blood flow to the brain can cause a stroke. 

Poor blood flow to the arms or legs is called Peripheral Artery Disease (PAD). Poor blood flow to the heart is called 

Coronary Artery Disease (CAD) and can cause angina or a heart attack. If the heart is starving for blood and not getting 

enough oxygen for more than 20 minutes, then a part of the heart muscle dies causing some permanent damage. This is 

called a heart attack or Myocardial Infarction (MI). Heart attacks are confirmed with 3 blood tests and a test that shows 

the electrical activity of the heart called an Electrocardiogram (ECG). Our analysis consists of many attributes as 

shown in figure 1. Coronary artery disease has a number of well determined risk factors. These include high blood 

pressure, smoking, diabetes, lack of exercise, obesity, high blood cholesterol, poor diet, depression, family history, and 

excessive alcohol. About half of cases are linked to genetics. Smoking and obesity are associated with about 36% and 

20% of cases, respectively. Smoking just one cigarette per day about doubles the risk of CAD. Lack of exercise has 

been linked to 7–12% of cases. Exposure to the herbicide Agent Orange may increase risk. Rheumatologic diseases 

such as rheumatoid arthritis, psoriasis, and psoriatic arthritis are independent risk factors as well. If these parameters 

are well assessed at the beginning and well treated, can easily save thousands of lives. Many lives have already been 
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saved by systematic follow-up procedures. Post Heart attacks can also be a challenging situation and we have 

considered the same. 

 

Figure 1 shows the attributes of our interest. 

 

II. PROBLEM STATEMENT 

 

Data has to be acquired from reports. Data analysis and visualization needs to be carried out for statistical and graphical 

analysis of the acquired data. Logistic regression needs to be carried out on the data set (categorical). Accuracy, 

precision, and f1 score of the model to be measured. Conclusions to be drawn from the prepared report.  

 

III. METHODOLOGY 

 

A. Importing Libraries [2] 

Figure 2 shows the Python code to import libraries. We have used three libraries 

 ‘numpy’ is a package for scientific computing with Python. This library is imported as ‘np’ and will be used 

throughout the project. 

 ‘pandas’ is for data manipulation and analysis. panadas is an open source, BSD- licenced library providing 

easy-to-use data structures and data analysis tools. pandas is imported as pd. 

 ‘matplotlib.pyplot’ is a collection of command style functions that make matplotlib work like MATLAB. It is 

imported as  plt 

 ‘seaborn’ is a Python data visualization library based on matplotlib for attractive and informative statistical 

graphics. 
 

B. Importing data   

Figure 3 shows the Python code to import data from respective directory/ file and assigning it to DataFrame df. The 

data stored in CSV format is being imported. [3] [4] 
 

C. Checking for NaN  

It is very essential in data pre-processing to check for NaN. In this attempt we could identify few NaN. 
 

D. Manipulating NaN values 

It is essential to remove the NaN values. This can be done by  

 Removing the entire column containing many NaN values 

 Forward fillna method 

 Backward fillna method 

 Mean method 
 

E. Data Visualization and data exploration needs to be carried out, which is explained in the next section. 

F. Plotting a Heatmap 
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Correlation between the fields of the recorded data is analysed by plotting a heatmap. The values may be negative or 

positive and the magnitude plays a key role in designing various predictive models in AI. Figure 4 shows the heatmap 

of CAD 

G. Splitting the data into train and test sets. Figure 5 shows the python code to split the data set into train and test 

data. 

H. Applying logistic regression on the split data. Figure 6 shows logistic regression on given data set. Figure 7 

shows an effort to normalize the dataset.  

 

 
Figure 2 shows the Python code to import libraries. 

 

 
Figure 3 shows the technique of forward fillna method. 

 

 
Figure 4 shows the heatmap of the assignment. 

 

 
Figure 5 shows the python code to split the data set into train and test data. 
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Figure 6 shows logistic regression on given data set. 

 

 
Figure 7 shows an effort to normalize the dataset. 

 

IV. DATA VISUALIZATION 

 

Data visualization is an integral part of data analytics and Machine Learning. When there is a huge data set, manual 

analytics becomes almost impossible. Data visualization plays a vital role in analysis in such situation. It involves use 

of various plots – bar graph, pie charts, box plots, line graphs and many more. Figure 8 and figure 9 includes a scatter 

graph of Max heart rate vs. Age and a plot of FBS respectively. Figure 10 shows the count plot of age. Figure 11 shows 

the hue plot of sex v/s. Frequency. Figure 12 shows the line plot of age v/s. fbs. 

 

 
Figure 8 shows the scatter plot of age v/s. maximum heart rate. 
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Figure 9 shows a bar graph of FBS. 

 

 
Figure 10 shows the count plot of age. 

 

 
Figure 11 shows the hue plot of sex v/s. Frequency. 
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Figure 12 shows a line plot of age v/s. fbs. 

 

V. RESULTS 

 

After analysing the heatmap and figuring out the correlation between different columns/ physiological parameters, 

Logistic regression needs to be carried out to create a prediction model. Figure 13 shows the results of logistic 

regression model. Figure 14 shows the Accuracy score of the designed model. From this data, precision, f1 score and 

reliability can be calculated. Figure 15 shows the confusion matrix of Logistic Regression to calculate accuracy, 

precission and f1 score. 

 

 
Figure 13 shows the results of  logistic regression model 

 

 
Figure 14 shows the Accuracy score of the designed model. 

 

 
Figure 15 shows the confusion matrix of Logistic Regression to calculate accuracy, precission and f1 score. 
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VI. CONCLUSIONS 

 

21
st
 century is the era of data explosion and manual analysis of such huge data is almost impossible. In our assignment 

we have used data analysis and Machine Learning algorithms to make predictions in seconds. Also the accuracy of 

these data can be verified. Data analysis and visualization was carried out for statistical and graphical analysis of the 

acquired data. Logistic regression was carried out on the data set (categorical). Accuracy, precision, and f1 score of the 

model was measured.  
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