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Abstract: Breast cancer holds the second position for cancer deaths in women [12]. There are several Computer Aided 

Detection and Diagnosis (CAD) systems used today in order to aid radiologists in detecting malignant cancers at the early 

stage. Such systems along with suitable classifiers yield better prediction of cancerous masses. This paper presents a 

logistic regression model based mass detection and classification based on selected geometrical features from breast 

DICOM images with an accuracy of 93%. Previous work of Alima et al, resulted in an accuracy of 91% using ANN[4]. 

The performance of the feature extraction and classification system is developed using the database collected as a part of 

the dream challenge[2]. Performance results are given in terms of confusion matrices. 
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1. INTRODUCTION 

The morbidity and mortality rates of women affected with breast cancer are increasing day by day. The breast tissue 

comprises of glands used for milk production. These glands are otherwise called lobules. Breast cancer develops from 

these lobules and then spread to the ducts. The ducts are the connections between the lobules and the nipple. The rapid 

increase in mortality rate can be reduced as a result of an efficient detection of cancer. Namely, the breast regions 

classification is between mass and non-mass. There are several techniques for classifying benign and malignant neoplasy 

from digital images. Digital breast images are efficiently captured using mammography. X-Rays mammography is mainly 

used to detect asymmetry if any between the left and right breasts due to its Low amplitude [3]. This information is used 

by radiologist for detecting microcalcifications. In ultrasound technique, reflections from high frequency sound waves 

incident on breast tissues is used for imaging.  Temperature variance in normal region and mass region is considered for 

breast thermography. It is an adjunct tool for accurate prediction of masses. Apart from these, for high risk women and 

to evaluate dense breasts, breast MRI of good resolution can be used [5]. Once the image acquisition phase is carried out, 

they have to be efficiently classified. For image classification, there are several conventional algorithms. Predictive 

analysis requires strong algorithms like SVM where a linear kernel is opted for a linear (separable) dataset and Gaussian 

kernel for a non-linear (non-separable) dataset classification. Binomial or multinomial logistic regression using sigmoid 

function is another method for classification. The two possible outcomes of binomial (binary) logistic regression give a 

straight forward interpretation of data. Input containing K closest training sets as neighbouring features is the K Nearest 

Neighbour (KNN) algorithm [3]. It is a non-parametric method for classification. Assumption of independence between 

each feature is the idea behind a Naïve Bayes classifier. It is named so because it works on the Bayes theorem for 

classification. 
 

 
Fig 1.1: Cancer classification system model 
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In this paper, feature extraction and classification of malignant and benign cancers based on a conventional as well as a 

recent algorithm is done. Both the algorithms are compared and the extracted features are validated using SVM, KNN 

and decision tree classifiers using R2015a. Figure 1.1 shows a block diagram describing the overall model for 

classification. 

 

2. DATASET DESCRIPTION 

The dataset for classification consist of 500 mammographic images of size 16.2MB (malignant) and 26MB (benign) of 

58 patients taken from over 640k images as a part of the digital mammography dream challenge [2]. The images are in 

DICOM format (.dcm) comprising of two images per breast, one in the craniocaudal (CC) view and one in the 

mediolateral oblique (MLO) view of both the left and right breast.  The additional information include: Patient’s age, 

BMI (Body Mass Index), Race, Cancerous or non-Cancerous, Invasive or non-Invasive, Image resolution etc. 

3. SYSTEM MODEL DESCRIPTION 

The cancer detection model consist of mainly three modules: a) Pre-processing module, b) Feature Extraction module 

and c) Classification module 

3.1 Pre-processing 

The input to the pre-processing stage is the DICOM (digital imaging and communications in medicine) breast image file. 

The DICOM standard is useful for integrating all modern imaging equipment’s, accessories, networking servers, 

workstations, printers, and picture archiving and communication systems (PACS) that may have been installed by 

multiple manufacturers [25]. In this stage, a two dimensional convolution of the input DICOM image over a square matrix 

of ones is done. Figure 3.1 shows the input image. Then the image contrast is stretched by mapping its intensity values 

to new values such that there is 1% of data saturation at low and high intensities[26]. Noises in a DICOM image involve 

Gaussian noise and speckle noise. Noise reduction can be done in two steps. First, a Gaussian white noise of mean = 0 

and variance = 0.25 is added to this intensity image because the noise of the original DICOM image does not appear. 

Figure 3.2 shows the noisy image. Secondly, the noisy image is passed through a wiener filter which is a 2 dimensional 

adaptive noise filtering technique that low pass filters the intensity image that has been degraded by constant power 

additive noise. Figure 3.3 shows the filtered image. The intensity image is then converted to binary. Figure 3.4 shows the 

final intensity image used for classification. 

 

 
 

Fig 3.1: Input DICOM image for pre-precessing (a) Malignant (b) Benign. 
 

 

 
 

Fig 3.2: Intensity image after adding White Gaussian noise. 
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Fig 3.3: Intensity image after low pass filtering using wiener filter. 

 

 
 

Fig 3.4: Output DICOM binary image after pre-precessing 

(a) Malignant (b) Benign. 

 

3.2 Feature Extraction 

 Once the pre-processing of the DICOM image is done, features are extracted and reduced using the logistic 

regression algorithm. Circles from the intensity image of radius between 15 and 30 are found out using the Circular 

Hough transform.  The average radius value from all found values is then selected. Now different properties of the image 

region (area, perimeter, centroid, eccentricity, orientation) are calculated.  

  

 The texture of an image provides information about the spatial arrangement of intensities in the image. It helps 

in better image classification. 

 

                                                                         Texture =
Standard Deviation(Image)

10
                              (1) 

  

The smoothness of an image is a function of its color gradients. Smoothness can also be calculated from area of a 

particular region in an image. 

                                           Smoothness = 
Perimeter2

10(4×ᴨ×Area)
                                      (2) 

The compactness of an image is a dimensionless quantity that defines the degree to which a shape is compact. 

 

                                           Compactness = 
Perimeter2

100(Area−1)
                                (3) 

 

The absolute values of all these features are then compared with the features of images with malignant and benign cancer 

using a classifier and further predictions are made. The features are reduced from a larger set of features using logistic 

regression for better accuracy and easier prediction. Table 3.1 shows the typical values of the features of the first ten 

DICOM breast images taken for classification.  
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3.3  Classification 

 

The final step of the cancer prediction model is the classification of benign and malignant cancer. For this a logistic 

regression algorithm is used. The logistic regression algorithm makes use of the sigmoid function for classification 

(Figure 3.5). 

 
Fig 3.5:  Sigmoid Function graph 

 

It is used to estimate discrete values based on given set of independent variable(s). Logistic regression is also known as 

logit regression since it makes use of a logit function into which a given set of data is mapped or fitted. Thereby, much 

more accurate predictions on the probability of occurrence of an event is done. Since, it predicts the probability, its output 

values lies between 0 and 1. Figure 3.6 and 3.7 shows the result for classification using logistic regression algorithm. 

Table 3.1: Typical values of features extracted for predicting malignancy. 

 

 

Image 

 

Radius 

(mm) 

 

Area 

(mm2) 

 

Eccentricity 

 

Perimeter 

(mm) 

 

Texture 

 

Smoothness 

 

Compactness 

 

Symmetry 

1 22.0552 2603452 0.8510 7402.844 0.4617 1.6750 20.0497 -0.8982 

2 22.9264 2573423 0.8708 7391.5670 0.4601 1.6894 20.2305 -0.8872 

3 24.6845 3807580 0.8964 8613.0790 0.4973 1.5504 18.4835 -0.8806 

4 24.6845 4082192 0.8839 8797.1080 0.4995 1.50860 17.9577 0.8662 

5 19.5633 3435329 0.8039 7945.4480 0.4908 1.462 17.3767 0.8332 

6 20.5844 3361277 0.7808 7844.3990 0.4890 1.4568 17.3069 -0.8235 

7 21.6393 4019484 0.8661 9503.1390 0.4991 1.7879 21.4679 -0.8394 

8 21.6393 4118781 0.8572 9353.7380 0.4996 1.6904 20.2423 0.8633 

9 23.0018 3876084 0.8902 9528.6220 0.4518 1.8640 22.4243 -0.8853 

10 23.4185 3636398 0.8576 7958.1960 0.4430 1.3859 16.4163 -0.8821 

 

 
 

Fig 3.6: Classification of benign cancer in left and right breasts. 
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Fig 3.7: Classification of malignant cancer in left and right breasts. 

4. SYSTEM PERFORMANCE 

The performance of the system model was evaluated by performing a tenfold cross validation of the extracted features 

on different classifiers like SVM, KNN and Decision tree. The cross validation of the acquired features was done fifty 

times and the accuracy rates as well as the error rates were found. The performance evaluation of the features on the 

classifiers can be explained with the help of the following results. The confusion matrices shows the true results over the 

predicted results of the first set of cross validation where the features of the first ten images where taken as the test data 

and the remaining  features here taken as the training data. Figure 4.1, 4.2 and 4.3 gives the confusion matrices for support 

vector machine, k-nearest neighbour and decision tree algorithm.  
 

 
 

Fig 4.1: SVM per predicted class 

 

 
Fig 4.2: KNN per predicted class 
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Fig 4.3: Decision tree per predicted class 

 

Table 4.1 gives the minimum accuracy, maximum accuracy, overall accuracy and the overall error rates of the three 

classifiers used for cross validation. 

 

Table 4.1: Accuracy rates and error rates of classifiers 

 

 

 

 

 

 

 

5. CONCLUSION 

 

The rapid changes in the food habits and daily routine of human have evolved several invasive diseases among which 

breast cancer has a prominent position. There are several computational techniques to detect breast cancer in its early 

stage. In this paper, a logistic regression algorithm-based classification of benign and malignant cancers using selected 

features of breast DICOM images was done. An accuracy level 94.8% was observed. The extracted features where then 

passed over a tenfold cross validation using three different classifiers (SVM, KNN, Decision Tree) and an accuracy level 

of 92.4%, 89.1%, 89.3% were observed.  
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