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Abstract: In agricultural field the crop yield prediction is significant and also a challenging task. Earlier, yield prediction 

was performed by considering farmer's experience on particular field and crop. This always requires involvement of 

farmer in prediction of crop yield which is not possible always. To overcome this challenge automated way to predict 

the yield of crop is proposed. In this work comparative analysis of crop yield prediction model using Machine learning 

techniques for the selected region i.e. district of Tamil Nadu in India. The machine learning algorithms like K-Nearest 

Neighbour, Decision Tree (Regression), Support Vector Regression were implemented and the performance of crop 

prediction model was analysed. The experimental analysis suggested that the performance for Support Vector Regression 

is better than K-Nearest Neighbour, Decision Tree, Support Vector Regression models. 
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I. INTRODUCTION 

 

Agriculture is vital in any country growth and their economy. India is also highly dependent on agriculture and farmers. 

The farmers are which will be Crop yield prediction is very important issue in the field of agriculture. The prediction of 

crop yield may be very much useful for the farmers in the selection of crop for a particular place [1]. Farmers play a 

dynamic role in the cultivation of the crop. With the changing climate the farmers are facing difficulty in choosing the 

suitable crops for the particular place. The economy of the country will go down if there is no proper agriculture and 

have to rely on other countries for their foods. 
 

The selection of suitable crop to cultivate depends on different factors like and geographical conditions of the particular 

place like rainfall, humidity, temperature, etc.,[2] It is the responsibility of the farmers to look into the suitable crops for 

their particular places with the help of the government. The selection of suitable crop by the farmers were earlier done 

by their previous experiences, with the unpredictability and changing climate it becomes a challenge for the farmers. The 

farmers have to determine the favourable and unfavourable conditions for a particular crop before they start cultivating 

them, using their prior knowledge or with the support and suggestions from the government [3][9]. 
 

With the development of the technology, machine learning techniques could be used in crop prediction in suggesting the 

suitable crop for cultivation. These machine learning models can use the attributes like Crop name, Crop season, Crop 

year, Area and production to predict the suitable crop for the particular place. The accurate information about history of 

crop yield predictions is an important thing for making decisions for all agricultural adapted risk management. 
 

The crop prediction is need to support the farmers in selecting suitable crops which may help the yield of crop and also 

improve the economy of the country. It is also found that there are many researches are working on to develop an efficient 

crop prediction model [12][13][14], which may suggest crop prediction with higher accuracy. 
 

The main objective of the paper is to predict the yield of crop using the machine learning models like: K-Nearest 

Neighbour, Decision Tree, Support Vector Regression and compare those models to suggest the efficient model based 

on the performance metrics. 
 

The remainder of the paper is organized as section 2 discuss about the related work and the methodology deployed in 

crop yield prediction in section 3, followed by the performance evaluation in section 4 and conclusion in section 5. 

 

II. RELATED WORK 

 

This related work provides the better understanding of various Machine Learning techniques: Support vector Regression, 

Decision Tree Regression, k-Nearest Neighbour (Regression). 

Nari Kim [4] discussed on statistical analysis based on linear relationships between crop yields and vegetation indices 

obtained from optical satellite sensors. It compares the Artificial intelligence models was made in order to develop the 
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best crop yield prediction model. The Artificial Intelligence can help to provide more accurate estimations of crop yields. 

In addition to vegetation indices, various land surface variables, such as weather elements, soil moisture, hydrological 

conditions, soil properties, and fertilizer application, have also been used in crop yield estimation. Author also suggested 

artificial intelligence could be an alternative to statistical modelling, because it can be efficiently handle problems of 

non-linearity and complexity. Since crop yield is a nonlinear process. AI can be regarded as a suitable prediction 

approach. 
 

Adityashastry [5] discussed about the crop yield prediction used for the data mining techniques. In crop yield prediction 

of grain yield Multi Linear Regression (MLR) and Artificial Neural Network (ANN) were used. Regression analysis is 

used for prediction crop yield between the dependent entities. The prediction comparison made for best property subset 

used in validation purpose and gives better performances. Regression provided the better crop yield model. The errors 

found between the actual value and predicted value in crop yield model prediction made using Root Mean Squared Error. 
 

S.Veenadhari [6] aimed to develop a web site for findings out the influences of climate parameters on crop production 

in selected districts. The methodology suggested the set some thresholds value for predicting the crop yield value. The 

crop yield field in maximum district are selected for crop yield prediction and missing attributes were handled and the 

model prediction was used on the climate parameters [10]. 
 

E.Manjula [7] discussed about the agricultural management and need of a simple and estimation techniques to predict 

the crop yield properly. The main focus is to identify whether Artificial Neural Network model could effectively predict 

rice yield for typical climate conditions. The crop model prediction model framework was developed and concluded the 

climate related variables were not the main determinants of crop yield, rather yield was greatly affected by the planning 

of crop model prediction [8]. 

 

III. METHODOLOGY 

 

In the machine learning methods, the supervised learning techniques are which trains the given data based on input and 

output. The techniques have the capability to learn the past experience or historical data. The machine learning algorithms 

used in this paper for better crop model prediction namely: Support Vector Regression, K-Nearest Neighbour 

(Regression), Decision Tree Regression. 

 

 
Fig 1: Flow Chart of Crop Prediction 

 

A. Dataset Description: The dataset used for this work “Tamil Nadu Agriculture Dataset” is obtained for Kaggle 

repository. It consists of data of various districts of Tamilnadu from 2008 to 2012. The dataset consists of information 

of the crops like: variables in the dataset includes: State Name, District Name, Crop Year, Season, Crop, Area, 

Production. 
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B. Data Preprocessing: Pre-processing refers to the transformation applied to our data before feeding into the 

algorithm. Some machine learning model needs a information in a specified format. The main pre-processing carried out 

are handling missing data, detecting noisy data, a removal of outliers and minimizing duplication. 

 

C. Support Vector Regression: Support Vector Regression (SVR) is a regression algorithm, so we can use SVR 

for working with the continuous values instead of classification kernel. The SVR can be used to predict the continuous 

values such as integer, floating points. The Support Vector Regression uses principles as the SVM for classification, 

with only a few minor differences. Support Vector Regression model try to minimize the error between the predicted 

and the actual values and tries to fit the best line within a predefined or threshold error value. SVR acknowledges that 

the presence of non- linearity in the data and provides a proficient prediction model. In, SVR model error prediction 

difference between actual value (i.e., accurate value from the dataset) and prediction value (Output obtained by training 

the given algorithm based on the historical data) are determined to evaluate the model [11]. 

 

Pseudo code for Support Vector Regression 

i. Split data into two parts (i.e, Training & Test data). 

ii. Apply cross validation techniques (i.e., 5- fold cross validation) 

iii. Select support vector machine (i.e., ∑ - SVR model) 

iv. Select the type of core kernel (i.e., Gaussian Kernel) 

v. Optimize model parameters using Pattern Search (PS) algorithm. 

vi. Validate model and prediction of the SVR. D. K-Nearest Neighbor (Regression) 

 

K-nearest neighbour is simple algorithms that stores all available cases and predict the numerical target based on a 

similarity measure. K-Nearest Neighbour (k-NN) algorithm is simple can be used solve both classification and regression 

problems. It is used for estimating continuous variables and unsupervised learning techniques. K-NN analysis consists 

of a set of machine learning methods allow us to predict a continuous outcome variable based on the value of one or 

more multiple predictor variable. K-nearest neighbour (Regression) model tries to minimize the error between actual 

value (i.e., accurate value from the dataset) and prediction value (Output obtained by training the given algorithm based 

on the historical data). 

 

E. Decision Tree Regression: Decision tree regression or classification models form a tree structure. Decision 

tree can handle both categorical and numerical data. Decision trees can be used to visually and explicitly represent the 

decisions and decision making. Decision tree regression observes features of an object and trains a model in the structure 

of the tree to predict the data in the future to produce meaningful continuous output. Continuous output means that the 

output/results is not discrete, it is just known as numbers. The Decision tree regression model try to minimize the error 

between actual value (i.e., accurate value from the dataset) and prediction value (Output obtained by training the given 

algorithm based on the historical data). 

 

Pseudo code for K-Nearest Neighbor 

i. Import dataset 

ii. Handling the missing data 

iii. Split data into two parts (i.e, Training & Test data). 

iv. Prediction model (i.e., Decision tree regression) 

v. Evaluate the accuracy 

 

IV. PERFORMANCE EVALUATION 

 

The performance of the crop yield prediction model using K-Nearest Neighbour, Decision Tree (Regression), Support 

Vector Regression was evaluated using Root mean square error (RMSE) and Mean Squared Error (MSE) and the 

performance was compared. 

 

A. Root Mean Square Error: Root mean square Error (RMSE) measures the error between actual and predicted. Lower 

values of RMSE indicate better fit and higher values indicate worst fit. RMSE is a suitable measure of how accurately 

the model predicts the response and it is most important criterion for fit if the main purpose of the model is prediction. 

RMSE is a non-negative value. It should be interpreted cautiously because positive and negative error. RMSE quadratic 

scoring rule that also measures the average magnitude of the error. 

 

B. Mean Squared Error: Mean Squared Error (MSE) or mean squared deviation (MSD) is the measures of average of 

the squares of the errors. Average squared difference between the estimated values and the actual value. 

https://en.wikipedia.org/wiki/Expected_value
https://en.wikipedia.org/wiki/Error_(statistics)
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Table 1:  Performance of Prediction Models 

MODELS RMSE MSE 

Support Vector Regression 0.5 0.3 

K-Nearest Neighbour 2.22 4.90 

Decision Tree Regression 2.50 6.29 

 

The performance of the K-Nearest Neighbour, Decision Tree (Regression), Support Vector Regression model was 

determined and the obtained result was tabulated in Table 1. The results infer that the performance of Support Vector 

Regression is better than the other models in terms for both RMSE and MSE. The graphical comparison of the model in 

RMSE and MSE is shown in Fig 2 and Fig 3 respectively. 
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Fig 2: RMSE Comparison of the Predicted Model 
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Fig 3: MSE Comparison of the Predicted Model 

 

V. CONCLUSION 

 

This paper discusses about the crop yield prediction model using Support Vector Regression, K – Nearest Neighbour 

and Decision Tree Regression. For the performance analysis of model, it is evaluated using Root Mean Square Error 

(RMSE), Mean Squared Error (MSE) between actual and predicted value of three models. The experimental analysis 

suggested that the Support Vector Regression provides better prediction comparatives to other two models used in this 

paper. The Future research focus can be done using Artificial Neural Network (ANN) for crop yield Prediction model 

by considering more features such as temperature, soil, humidity, etc., to provide more stable and accurate prediction 

models. 
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