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Abstract: Deep Neural Network (DNN) has been a great success in many areas recently. It has achieved an advanced 

performance in applications such as image classification, speech recognition, and time series forecasting. However, when 

the data is getting bigger, the performance computation on a single CPU becomes worse.  One approach to tackle this 

challenge is to distribute the DNN workload into several machines. This research uses mobile cloud computing as a joint 

distributed environment to run the DNN application. An image recognition problem used as a test case will be conducted 

on both mobile and cloud platforms. Latency time and energy consumption measured in each DNN layer and used as the 

parameters to allocating efficiently the computational task of each layer in to suitable cores of mobile devices or cloud in 

Mobile Cloud Computing (MCC) environment. The joint platform can achieve improvements up to 73% in latency and 

56% in energy consumption. As an addition, we apply lossless compression to reduce the influence of the communication 

between layer. 
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I. INTRODUCTION 

 

Recently, Deep Neural Network (DNN) has been a great success in many areas, especially in computer vision, speech 

recognition, and time series forecasting. It has achieved an advanced performance, high accuracy and gives workable 

solutions [1][2][3]. Since it was proposing in 1998, DNN’s topology evolution was improving quite rapidly [4][5]. There 

are some important components of DNN: 1) volume of data, 2) flexible model or topology, and 3) growing computing 

power. With the increasing number of parameters and training data, the DNN performance shall be improved dramatically. 

DNN is super computation [6]. It has many layers of computation and contains super huge data size and parameters. 

While so many researches built DNN application to solve actual problems, there are several types of research work on 

how to implement DNN the applications in real-world efficiently [7].  

Further discussion related to DNN and exploration of advanced DNN has become a recent research trend. Almost 80% 

of research is related to improvising DNN performance [8]. Implementing DNN on end-user applications has spread 

rapidly. As we know that DNN is super computation, how to construct and implement DNN in end-user-applications is 

still facing significant challenges up until today. There are two common approaches to deploy DNN architecture in end-

user-application, cloud only and mobile-only computation [9][10]. Running DNN only on a mobile platform is very 

challenging for some limitations related to its performance and battery. The same situation also happens if DNN is run 

on cloud infrastructure. Subscription cost, network dependency, and service congestions become critical issues. Recently, 

some researches were proposing distributed deep neural network over mobile and cloud services and the efficient way to 

implement the DNN inference and training mobile and cloud services platform [11]. However, several studies on 

implementing DNN computation over mobile cloud computing efficiently still face a substantial challenge up to date. 

In another hand, Mobile Cloud Computing (MCC) has gradually grown up. In MCC environment, more data and 

computational task are increasingly produced, and it needs high-order graph to represent the complex relationship among 

them[12]. In[13], they construct a holistic optimization framework for mobile cloud task scheduling. They proposed a 

holistic model cloud optimization model including energy consumption, system reliability and Quality of Services (QoS). 

This research implemented AlexNet over mobile cloud computing environment. AlexNet is as one of the most favorable 

DNN topologies and very popular for image classification [14]. A test case will be conducted on a holistic optimization 

framework for mobile cloud task scheduling. They will measure latency time as the performance and energy consumption 

in each DNN layer and will allocating efficiently the computational task of each layer to suitable cores of mobile devices 

or cloud in Mobile Cloud Computing (MCC) environment. How to implement a DNN-based image recognition on a joint 

platform Mobile Cloud Computing (MCC) environment is our major focus. There are two things to explore in this 
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research, First is how to construct a model for latency time and energy consumption for distributed an AlexNet topology 

in MCC environment then second thing is provide optimization formulations for allocating efficiently the computational 

task of each layer to compatible cores of mobile devices or cloud services in Mobile Cloud Computing (MCC) 

environment which can adapt to mobile battery limitations, cloud server load constraint and QoS.  

 

The aims of this paper are as follows: 
 

1. Change the holistic optimization framework for mobile cloud task scheduling to allocating efficiently every layer of 

DNN architecture under MCC environment 

2. Construct model to measure latency time and energy consumption the joint platform DNN architecture base on the 

framework 

3. Construct optimization formulation to give an optimal solution in allocating the computational layers to suitable 

cores of mobile devices or cloud in MCC with minimum latency time and energy consumption and maximize system 

reliability and QoS. 

 

II. LITERATURE REVIEW 

 

There are two common approaches to implementation DNN-based application in mobile platform, i) the DNN process 

compression in mobile platform only and ii) compute an entire process in single platform (mobile platform only or cloud 

platform only). Yet, recently there were several researches proposed new approach to implement the DNN process in the 

joint platform.  In [9], the authors examine the status quo approach of cloud only and mobile only. They use 8 intelligent 

applications spanning computer vision, speech and natural language domains, all using state-of-the-art DNN as the core 

machine learning techniques. They design Neurosurgeon, a lightweight scheduler which automatically partition DNN 

computation between mobile devices and data centers at the granularity of neural network layers. They test Neurosurgeon 

on a state-of-the-art mobile development platform and show that it improves end-to-end latency by 3.1X on average and 

up to 40.7X, reduces mobile energy consumption by 59.5% on average and up to 94.7% and improves data center 

throughput by 1.5X on average and up to 6.7X. In this study, they partitioned DNN into cloud and mobile. They generalize 

the task from the mobile, then it predicts the model of each layer and determine at what point they will do the layer on 

the mobile device. In our study, the initial layer will be generated from mobile, while the next layer will be determined 

based on the cost taken, so there is a possibility that the results got are having a mobile-cloud-mobile or mobile-cloud-

mobile-cloud-mobile pattern or maybe it has another pattern. Authors in [15], have introduced a benchmarking framework 

called “SyNERGY” to measure energy and time from 11 deep convolutional neural networks representations on 

embedded platforms such as NVidia Jetson TX1. They combined the Streamline Performance Analyzer with a standard 

deep learning framework such as Caffe and CuDNNv5, to examine how the current process of deep learning models on 

a specific layer at the same time. Namely the image processing tasks. In addition, they construct an initial multi-variable 

regression liner model to predict the energy consumption of the invisible neural network model based on several SIMD 

instructions executed and access to core memory from the TX1 CPU cores. With a common rate test error of 8.04 ± 

5.96%.  

 

The results of their study show that it is very possible to redefine the model to predict several SIMD instructions and 

access to main memory only from the Multiply Accumulate account from the application, then remove the need for actual 

measurements. They predict the results with an error rate with an average of 7.08 ± 6.0% over the actual energy 

measurement of all 11 networks tested except MobileNet. By including MobileNet, their average error rate increased to 

17.33 ± 12.2.  BranchyNet in [16], a novel deep neural network architecture changed with additional branches for 

classifiers. This architecture predicts results for many samples to exit the network faster through these branches. This 

research is one of the basic milestones in implementing DNN over mobile device and cloud services applications. They 

add an early exit to each branch, so this architecture eases the data load of the casual type and architecture. When the 

input received is very large, and requires a fairly high computing system, they can help this by an early exit branch of this 

BranchyNet architecture. They implemented this BranchyNet architecture on several well knowns DNN networks such 

as LeNet, AlexNet, and ResNet. The dataset they use MNIST and CIFAR10. Their research shows satisfactory results. 

This BranchyNet architecture can improve accuracy and significantly reduce DNN network computing inference time. 

Our research does not use this BranchyNet network, but we use the method they used to distribute a series of layers in 

this DNN architecture over mobile devices and cloud services. As we explained above, it has carried several studies 

related to implementing DNN over mobile devices and cloud services applications out with several approaches. However, 

there are disadvantages to the status quo approach, mobile-only approach or cloud-only approach. Some studies that 

trying to combine platforms to give more effective results are still being developed up today. This research continues to 

developing ideas for implementing DNN-based collaboration platform, mobile devices platform and cloud services 

platform. The fundamental idea of this research is how to allocate each layer of DNN computation into those two 

platforms efficiently base on the energy consumption and latency performance of each layer. 
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III. METHODOLOGY 

 

A. DNN-Based Application: Since it was first proposing, Convolutional Neural Network (CNN) is used for digit 

recognition, and it gives very satisfying results. In 2012, AlexNet won ImageNet Challenge with an accuracy rate of 85% 

and since then the development of computer vision applications has developed very quickly and widely. We can take this 

conclusion base on the number of papers in the field of computer vision which increased dramatically in every year from 

2012 to 2017[17]. From the data we got base on Google Scholar and arXiv, the graph of the amount of research in this 

field showed a very sharp increase. In 2012, the number of papers published was only around 577, then in 2013 there was 

a slight increase in number to 852, in 2014 the increase was quite significant, namely 1,349 and in 2015 the number of 

papers published became 2,261 and continued to increase in 2016 , the number became 3,627 and in 2017 there was a 

very sharp increase, 5,693 and this number continues to increase up to this day[18]. Base on this reason, we decide to use 

AlexNet topology for image recognition as a study case for DNN applications in our research.  

 

B. Collecting and Extracting Dataset: In order to train the machine, we need huge amount of data to make the 

model learn by themselves to identifying common feature related to the object[19]. ImageNet is a dataset that used in this 

image recognition problem[20]. ImageNet is an image dataset compiled for the WordNet hierarchy. Every concept that 

has meaning in WordNet has the possibility of being able to be translated into multiple words or words phrase, which is 

called "synonym set" or "synset". There are more than 100,000 synets in WordNet, which are mostly made up of nouns 

with around 80,000+. In ImageNet, they provide an average of 1000 images to describe each synset. Images from each 

concept are quality controlled or explained according to human language. ImageNet consists of more than 20,000 

categories with a typical category, such as "dog" or "strawberry. The ImageNet project was inspired by the development 

of research on sentiment analysis for image and video in the field of computer vision. The thing that distinguishes 

ImageNet from other datasets is the annotation process in an image. It gives an annotation that indicates the presence or 

absence of a class of objects in an image, such as "there is a cat in this picture" or "no cat in this picture". Image level 

annotation gives a bounding box that marks an object. ImageNet uses a variety of WordNet schemes to categorize objects, 

for example there are 120 categories for cat types. This shows a very detailed and deep classification. ImageNet does not 

have copyright of images; this makes it very suitable for researches and educators who want to use images for educational 

purposes. ImageNet only provides thumbnails and URLs from images, in a manner similar to that done by image search 

engines. ImageNet dataset can be downloaded freely in http://image-net.org/download.php.  

 

C. Optimization Framework for Mobile Cloud Task Scheduling: Proposed work in this research is to implement 

AlexNet over mobile cloud computing environment. A test case will be conducted on both mobile and cloud platforms.  

Latency time as the performance and energy consumption will be measured in each DNN layer and will allocating 

efficiently the computational task of each layer to suitable cores of mobile devices or cloud in an MCC environment.   

 

 
Fig 1. Basic functional diagram of task scheduling under Mobile Cloud Computing environment 
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According to the Fig 1, here are the explanation of the system flow for the CollabDNN task scheduling under the MCC 

environment:  

1. Each mobile device generates its own task that generates AlexNet Task Sequence Set (ATSS). AlexNet consists of 

several layers’ computation.  

2. CollabDNN Scheduling Center (CSC) calls the CollabDNN scheduling algorithm and allocating which layer will be 

executed on mobile and which layer will be executed on cloud base on the task allocation and frequency assignment 

solution. 

3. If the allocation is the mobile device platform first, then mobile device will execute the allocated layer computation 

and then transmits the output of the layer as an input for next layer to the either continue in mobile device again or 

send to the cloud platform.  

4. If the allocation is the cloud platform first, then it will select the specific cores and adjust the running frequency to 

the execute allocated layer computation then transmit the output of the layer as an input to either mobile device 

platform or continue execute the layer in the cloud platform.  

5. The second platform (mobile platform/cloud platform) chosen will receive output from the previous layer and 

compute as an input for the current layer. The output from the current layer will be input for the next layer 

computation. 

6. The mobile device platform executes the allocated layer computation on specific cores at adjusted frequency  

7. The cloud platform (CP) selects the specific cores and adjusts the running frequency to execute the allocated layer 

computation 

8. We describe the problem as the shortest path problem in a graph description and considering the layers as the nodes 

and the edge shows the cost among the node. 

 

IV. OPTIMIZATION FLOWCHART AND ALGORITHM 

 

The main idea of this research is how to implement DNN application in joint platform, mobile and cloud efficiently. This 

research using Dijkstra Algorithm to decide the optimal solution from the shortest path graph representation problem. 

There are three constraints to considering base on the optimization scenario:  energy limitation, latency performance and 

QoS. The flow of the optimization framework described in Fig 2:  

 

 
Fig 2. System flow optimization framework 
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The Algorithm as below:  

Fig 3: Algorithm of the proposed optimization framework 

V. EVALUATION METHOD 

 

A. System Platform Model: In the framework proposed, we are constructed four models platform : Mobile platform 

model, cloud platform model, AlexNet task representation model and CollabDNN task allocation representation model. 

Those platforms are connected each other and explained as below: 

B. Mobile Platform Model: The mobile platform consists of h (number of) mobile devices, and each mobile devices 

has four components as below: 

 

Table 1. Mobile Platform Model Attribute 

 

 

 

 

 

 

 

 
Fig 4. Mobile Platform Model 

 

C. Cloud Platform Model: The cloud data center platform has three attributes as below: 
 

Table 2. Cloud Platform Model Attribute 

 

 

 

 

Component Description 

𝐽ℎ Number of cores 

𝐹ℎ
𝑚𝑎𝑥  Maximum frequency set on each hth mobile devices 

𝐵𝐴ℎ
𝑢𝑠𝑒𝑟  Limited of remained battery capacity of the hth mobile device 

𝑄𝑜𝑆ℎ
𝑢𝑠𝑒𝑟 Limited of user service on each hth mobile devices 

Attributes Description 

I Total number of cores in cloud data center 

Fmax Maximum frequency  set of cores in cloud data center 

D Heat circulation matrix of cloud data center 
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Fig 5: Cloud Platform Model 

 

VI. ALEXNET TASK SEQUENCE SET PLATFORM MODEL 

 

We propose AlexNet as a graph that execute sequentially with a linear topology as depicted in Fig 6: 

 

 
Fig 6. Computation model AlexNet in linear topology 

 

Layers are executed sequentially, with output data generated by previous layer as an input to next layer. We denote the 

input and output data size of lth layer as il and ol respectively. Furthermore, the flow of the detail AlexNet task sequence 

set model can describe as picture in Fig 7:  
 

 
Fig 7. AlexNet task sequence set model 
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CollabDNN task scheduling platform can be describe in graph representation as below:  

 

 
Fig 8. Graph representation AlexNet Joint Platform 

 

A. Data Size and Parameters Layers of The Dnn-Based Application: AlexNet has total 8 layers, consist of 5 

convolutional layers and 3 fully connected layers and huge number of parameters. We can calculate the total number 

parameters in AlexNet network is the sum of all parameters in the all those convolutional layers and all full-connected 

layers. It gives us the huge size as:  62,378,344. The table followed shows a summary of the calculation of the data size 

and the total number parameter of AlexNet architecture: 

 

Table 3. Summary of dataset and parameters of AlexNet 

Layer Name Tensor Size Weights Biases Parameter 

Input Name 227 x 227 x 3 0 0 0 

Conv – 1 55 x 55 x 96 34,848 96 34,944 

Max Pool – 1 27 x 27 x 96 0 0 0 

Conv – 2 27 x 27 x 256 614,000 256 614,656 

Max Pool – 2 13 x 13 x 256 0 0 0 

Conv – 3 13 x 13 x 384 884,736 384 885,120 

Conv – 4 13 x 13 x 384 1,327,104 384 1,327,488 

Conv – 5 13 x 13 x 256 884,736 256 884,992 

Max Pool – 3 6 x 6 x 256 0 0 0 

FC – 1 4096 x 1 37,748,736 4,096 37,752,832 

FC – 2 4096 x 1 16,777,216 4,096 16,781,312 

FC – 3  1000 x 1 4,096,000 1000 4,097,000 

Output 1000 x 1 0 0 0 

    62,378,344 

 

VII. EXPERIMENTAL RESULTS 

 

We compared the best case of single platform, mobile-only or cloud-only with joint platform, for inference and training 

phase. Communication cost and batch size are increase linearly. The result shows that all the back-propagation will be 

executed on the mobile device and weights are not transmitted from the cloud to the mobile. The collaboration platform 

can achieve improvements up to 73% in latency and 56% in energy consumption during inference. The result also shows 

the unique pattern for scheduling. The computation in DNN is divided between mobile and cloud, and the optimal solution 

while optimizing for latency is in Wi-Fi network. We can see the AlexNet pattern as inference phase of AlexNet follows 

a mobile-cloud pattern. In this inference phase, some first layers executed in mobile and the rest layer executed in cloud 

platform. The last layer of AlexNet, fully connected (FC) layer which has small data size, should be done in cloud for the 

low communication cost. The training phase of AlexNet follows a mobile-cloud-mobile pattern. Some first layers 

executed in mobile, then some layer in middle executed in cloud and the rest layers executed in cloud. 

 

               
     Fig 9. AlexNet latency efficient inference                             Fig 10. AlexNet latency efficient training 
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Fig 11. Execution time of AlexNet optimized for performance 

 

In these figures below, we can see that execution time and energy analysis for AlexNet utilized in cloud servers. The 

communication costs are dominating the cloud-only approach. Total execution time for communication 3G, 4G, and Wi-

Fi are 99%, 93%, and 81%, respectively as we can see from the Fig 11 and Fig 12.  This proportion also valid to energy 

consumption. We can compare the latency and energy of the communication for those mobile-only approach, the result 

shows that AlexNet in mobile-only approach is better than cloud-only approach in all mobile networks condition. In Fig 

11 we can see the execution time of AlexNet for latency performance for each platform and mobile energy consumption 

of AlexNet  for each platform in Fig 12.  

 

 
Fig 12. Mobile energy consumption of AlexNet optimized for energy 

 
VIII. CONCLUSION 

 

In this research, we construct AlexNet-based application on joint platform mobile and cloud services under the complex 

mobile cloud computation environment. The problem how to distribute the computation layer to the suitable core in cloud 

or mobile represented in shortest path problem graph.  Each layer performed as a node and latency performance and 

energy consumption of each layer are considered as a cost among the nodes. We also add constraints mobile battery and 

latency performance in mobile and cloud and QoS. CollabDNN shows different pattern result between inference phase 

and training phase. For inference phase, some first layer executed in mobile and the rest executed in cloud, but in training 

phase some first layer executed in mobile, then some next layer executed in cloud and the rest layer executed in mobile 

again. This result might be different for different topology.  

Overall, result of this research shows that joint platform mobile and cloud approach is give better performance and optimal 

solution by considering latency and energy consumption compare status-quo approaches, cloud-only or mobile-only. 

However, there are still some challenges that can become future work to improve performance efficiently, including: 

1. Using heuristic approaches such as: ant colony or swarm intelligent, to solve shortest path search problems in 

task allocation for each computing layer under the complexity of MCC environment 

2. Using reinforcement learning to predict partition models in each layer 

3. Add some constraints to give better performance and applying those methods for other DNN topologies 
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