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Abstract: During this paper, numerous error detection techniques are analyzed. To attain high performance and higher 

quality of data transmission, error detecting and correcting techniques are used. Many various errors are detecting and 

correcting techniques are available. It will improve the performance similar to the quality of the data transmitted.  When 

a digital signal is transmitted between two systems, the signal gets distorted owing to the addition of noise to the 

transmitted signal. The noise may introduce an error is the binary train of bit travelling from one system to the other.  

This suggests that a 0 may amend to 1 or a 1 may amend to 0.  This Error may become a severe issue with the accuracy 

and performance of the digital system. Therefore, it is essential to detect and correct errors. In data communication errors 

are introduced during the transmission of data from the transmitter to the receiver because of noise or some other reasons. 

The reliability of data transmission gets severely affected and distorted owing to these added errors on data.  The detection 

and correction of transmission error another one or more than one extra bit during the time of transmitting the signal.  So 

we found some extra bits which are called parity bits.  These parity bits generally detect or sometimes correct the errors.   
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I. INTRODUCTION 

 

For booming data communication, to use bound techniques for data communication & need at least two devices or two 

machines, one is sender another one is received. They require an excellent deal of coordination between these two devices 

or machines for economical and efficient data communication. Throughout data communication, because of attenuation, 

distortion, noise interferences, some errors can occur, and this can result in corruption of the number of the bits. The 

transmission media are noisy; the probability of single-bit Error is going to be more when sending data in the form of a 

frame. The dimensions of the frame will also detect and choose the probability of Error of a frame. Though many 

techniques and approaches are planned and applied within the last decade, data reliability in transmission continues to be 

a retardant. Error detection and correction techniques are thus needed. A number of those techniques can solely detect 

errors; others are designed to detect as well as correct errors. At Error correction methodology automatic repeat request 

(ARQ), once an error is detected; the receiver sends a request to the transmitter for repeat transmission when that happens, 

the transmitter retransmits. The ARQ method wants duplex arrangement as apart from the traditional transmitter to 

receiver signal, the request signal is to travel from receiver to transmitter. 

On the other hand, the forward error correction (FEC) methodology wants simplex arrangement as the signal should 

hassle solely from the transmitter to the receiver. Therefore, FEC methodology is a lot more fashionable than ARQ 

methodology. In error detection methodology CRC is predicated on binary division. Within the parity checking strategies, 

an additional bit call as parity bits is added to every date word. Even parity or odd parity bit is the methodology to detect 

the errors. When even parity is used, to make the total number of 1 bit even, A parity bit is added to it. 

Similarly, for odd parity, the total number of 1 bit is created out by adding the parity bits. Suppose the number of errors 

introduced within the transmitted code is 2 or any even number. In that case, the parity of the received codeword will not 

amend; it will remain even on that case parity checking methodology not detect the error or error detection method may 

fail. So, this is the demerit of the parity checking methodology.  

 

II. TYPES OF ERROR DETECTION TECHNIQUES 

 

A. Hamming Code: As we tend to undergo the example, the primary step is to spot the bit position of the data & 

all the bit positions that are powers of two are marked as parity bits (e.g. 1, 2, 4, 8, etc.). The following image can 

facilitate in visualizing the received hamming code of seven bits.  

 

  
First, we would like to detect whether or not there are any errors in this received hamming code.  
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Step 1: For checking parity bit P1, use check one and skip one methodology, which suggests, starting from P1 so skip 

P2, take D3 then skip P4 then take D5, and so skip D6 and take D7, this manner we will have the following bits,  

  

 
  

As we can observe the whole range of bits is odd. Therefore, we will write the value of the parity bit as P1 = 1. This 

suggests that Error is there.  

Step 2: Check for P2, but while we are checking for P2, we will use check two and skip two methods, which will offer 

us the following data bits. However, keep in mind since we are checking for P2, so we have to start our count from P2 

(P1 must not be considered).  

 
As we can see that the number of 1's are even, then we will write the value of P2 = 0. This suggests that there is no error.  

Step 3: Check for P4, but while we are checking for P4, we will use check four and skip four methodologies, which will 

offer us the following data bits. However, remember since we are checking for P4, therefore started our count from P4(P1 

& P2 must not be considered).  

 
As we can see that the number of 1's are odd, then we will write the value of P4 = 1. This suggests the Error is there.  

So, from the above parity analysis, P1 & P4 are not equal to 0, so we can clearly say that the received hamming code has 

errors.  

  

B. Even Parity Generator  

Even a parity generator is a form of parity code shown in Fig 1. Here there are seven-bit inputs that are fed to the XOR 

gate. It checks the number of ones; if there is an even number of ones, the output is zero, and if there is an odd number 

of ones, the output is going to be one. This extra line goes onto the bus at the side of the original data. Through the extra 

line info, the receiver will recognize the Error present in the info.  

  

  
Fig 1 even parity generator   

  

C. Odd Parity Generator  

An odd parity generator is a form of parity code shown in Fig 2. Here there are three-bit inputs that are fed to the XOR 

gate and XNOR gate. It checks the number of ones; if there is an odd number of ones, the output is zero, and if there is 

an even number of ones, the output is going to be one.  

This extra line goes onto the bus along with the initial data. Through the extra line information, the receiver will recognize 

the Error present in the info.  

Apart from these techniques, we have blocked the parity codes technique. During this technique, the transmitter transmits 

the data as a block; every block consists of many binary words. Parity bits can be allocated to both rows and columns.  
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   Fig 2 odd parity generator  

 

D. Counting Technique  

One way of determining whether or not a combinational circuit operates properly is by applying to the circuit all doable 

input combos and scrutinizing the resultant outputs with either the corresponding truth table or a perfect version of the 

same circuit. It shows the presence of a fault if it indicates deviation. Moreover, suppose a better-known relationship 

exists between the various doable faults and also the deviations of output patterns. In that case, it is possible to diagnose 

the Error and to classify it at least within a subset of faults whose effects on the circuit outputs are same.  

The planned technique has been designed for seven-bit input. The planning can vary looking on the need. Here a0,a1,a2 

show the number of ones out there at the inputs excluding generating the parity bits. a0, a1, and a2 display the weighted 

values. If we have input 0001111, then the output is going to be generated as 100, for 1001000, the output is going to be 

010, which means 2. Here 2 say that there are two ones within the input lines. At the transmitting time, three extra lines 

are needed. At the receiver end, original data will reach along with these other lines. It informs the receiver regarding the 

number of ones/zeroes out there in the input line excluding generating parity bits. This method makes the analysis easier 

compared to even and odd parity generators. If there are any faults on the bus because of stuck-one or stuck-zero, we can 

analyze the input data quickly. The design will be modified with a different number of inputs.  

Figure 3 shows the diagram of "error detection using a counting technique." b0, b1, …, b6 are seven-bit inputs, whereas 

a0, a1, and a2 are output.  

 

 
Fig 3. Block diagram of the counting technique  

 

E. FPGA Based Error Detection  

Orthogonal codes have equal numbers of 1's and 0's, and they are binary-valued. An n-bit orthogonal code has n/2 1's 

and n/2 0's; i.e., there are n/2 positions wherever 1's and 0's differ. Therefore, all orthogonal codes can generate zero 

parity bits. The thought is illustrated by 8-bit orthogonal codes, as shown in Fig. 4.1. It has eight orthogonal codes and 

eight antipodal codes for a complete of sixteen bi-orthogonal codes. Antipodal codes are simply the inverse of orthogonal 

codes; they have the same properties.     

A notable distinction in this methodology is that the transmitter does not have to send the parity bit for the code, since it 

is better-known to be always zero. Therefore, the receiver will be able to detect it by generating a parity bit at the receiving 

end, if there is a transmission error.   

Before transmission, an m-bit information set is mapped into a novel n-bit orthogonal code. As an example, a 4-bit 

information set is described by a novel 8-bit orthogonal code, that is transmitted without the parity bit. When received, 

the information is decoded based on code correlation. It will be done by setting a threshold between 2 orthogonal codes. 

This is set by the following equation:            
                              

dth = n/4 ---------(1) 
 

Where dth is the threshold, that is midway between 2 orthogonal codes and n is the code length. Therefore, for the 8bit 

orthogonal code (Fig. 4.2), we’ve dth = 8/4 = 2.   
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This method offers a decision process in error correction, wherever the incoming impaired orthogonal code is examined 

for correlation with the codes present in a look-up table, for a possible match. The acceptance criterion for a valid code 

is that an n-bit comparison should yield a decent cross-correlation value; otherwise, a false detection can occur. A pair 

of n-bit codes x1x2…xn and y1y2…yn is compared, where it is governed by the following correlation method to give,    

 

 
Fig 4.1.  Illustrations of 8-bit orthogonal codes. 

 

 
Fig 4.2.  Illustration of OCC Encoding and Decoding. 

       

                                      R(x, y) = xi yi ≤dth   ------------(2)  { i = 1 to n }   

  

here dth is the threshold, and cross-correlation function is R(x, y). an additional 1-bit offset is added to (2) for reliable 

detection,  because the threshold (dth) is between 2 valid codes The number of errors that can be corrected 

employing this process can be calculated by combining (1) and (2), yielding,   

   

Table I Orthogonal Codes and Their Corresponding Error Correction Capacities. 

 Length of code (n)  Correction Capacities (nc)  

8  1  

16  3  

32  7  

64  15  

   

Table II: Orthogonal Codes and Their Corresponding Detection Rates. 

Length of code (n)   Detection Rate (%)   

8   71.880   

16   80.349  

32   86.010   

64   90.07   

   

A counter is employed to count the number of 1's within the resulting signal. As an example, for 8-bit orthogonal code, 

the operation can result in sixteen counter results. If one among the results is zero, it suggests that there is no error. 
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Otherwise, the code is corrupted. The minimum count is associated with corrected code. The received and corrected code 

will be in the same combination, If the minimum count is associated with one combination. However, it is impossible to 

correct the corrupted code, if the minimum count is associated with more than one combination of the orthogonal codes. 

 

F. HVD Based Error Detection                                                                                            

A t the receiver end, the entire array is calculated as parities in all directions(example, we can consider in a horizontal 

direction from hi to hs in fig 5). These calculated parities are compared with the received parties. If the results of 

comparison do not show any difference, it suggests that the received information at the receiver is correct therefore no 

correction is required; however if there is a distinction between the received and calculated parties, the inaccurate parity 

lines are identified, and then the correction process starts.  

 

 
Fig 5 array of bits 

  

G. Cyclic Redundancy Check  

The incoming frame is divided by the receiver by that number, and if there is no remainder, it will be assumed as no 

error. The information of m bits and then additional zeros are concatenated with it; therefore, this can be divided by n + 

1-bit divisors that are carefully chosen within the bit sequence. Which is employed as a divisor to divide the M + n bit 

sequence and it provides n bit information. Then divide a number by n + 1 bit and get the remainder of n bits and that n 

bit is used as CRC bits. These zeroes and zeros are replaced by CRC, so we get the data + CRC. This is transmitted 

through the transmission media; therefore, through the transmission media, it is sent at the receiving end. The receiver 

receives m + n bits, data + CRC and here it is once more divided by the same divisor. The divisor should be the same in 

both cases at the transmitting and receiving end, and after division, it generates a reminder. If the remainder is zero, then 

it is accepted as correct data if it is not zero then it is rejected. Therefore, find that by division, at both receiving end and 

the transmitting end, a division is performed to generate CRC and also to check whether or not the received information 

including a CRC is correct or not. Then it is accepted or rejected based on whether the remainder is zero or not. This type 

is based on modulo 2, which is arithmetic. 

    
Fig 6.1. CRC at receiver side                                       Fig 6.2.  CRC at the sender side 

   

H. Matrix Codes  

Matrix Code is based on a combination of Hamming codes and Parity codes in a matrix format, so the detection and 

correction of multiple errors are achieved. The protection bits are utilized in a matrix format. The n-bit codeword is split 

into k1 subwords of width k2. A (k1, k2) matrix is created where and represents the numbers of rows and columns, 
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respectively. For each of the k1 rows, the check bits are appended for single error correction/double error detection. Other 

k2 bits are appended as vertical parity bits.   

                                                               

III. COMPARISON ANALYSIS OF DIFFERENT TECHNIQUES OF ERROR DETECTION  

 

Parameters  Power (mW)  Delay (nS)  

Hamming code  163× 10−3  17.133  

Even parity generator  550.69 × 10−6  18.31 × 10−3  

Odd parity generator  88.7 × 10−3  313.52 × 10−3  

Counting technique  141.91 × 10−3  1.0570  

FPGA based error detection  121× 10−3  17.587  

HVD based error detection  0.12  20.958  

Cyclic Redundancy Check  21.7× 10−6  10.33× 10−3  

Matrix Codes  105× 10−3  14.548  

  

         

 
                  

Fig  Power  7.1 consumption   

  

Fig 7. 2   Delay   
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a. Power Comparison  

The Hamming Code method consumes more power when compared to the other methods as observed from the above 

graph of power consumption (fig 7.1), the Matrix Codes, FPGA, counting technique and Odd Parity generator technique 

nearly have similar microwatts of power consumption. Whereas the Cyclic Redundancy technique has the least power 

consumption value, thus making it the most efficient error correction technique among the others.  

  

b. Delay Comparison  

The Matrix Codes technique shows a much lesser delay than the FPGA, HVD techniques. Hamming code shows similar 

Delay levels when compared to FPGA technique. Cyclic Redundancy technique shows the least delay among the other 

techniques according to the above Delay graph (fig 7.2)  

 

IV. CONCLUSION 

 
Thus, the paper presents different types of error detection techniques which are employed for the detection of errors 

during data transmission. This type of improvement will increase the reliability and efficiency of data transmission. In 

the future, more improvements will be made for more efficient transmission of data. The paper also compares and 

analyses the different techniques used for error detection based on this comparison The Cyclic Redundancy technique 

consumes the least power out of the rest, similarly has a delay value much lesser than that of the Even Parity generator 

technique. Thus, making it the most efficient and reliable technique to be used for error detection.   
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