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Abstract: The wide range of smart grid applications rely on wireless sensor networks to monitor and control the smart 

grid. Each one of these applications has their own quality of service requirements that should be met by these sensor 

networks. The different communication technologies share the same spectrum band that is used by wireless sensor 

networks which, may interfere with it and cause network performance degradation. Thus, there is a need to automatically 

adapt to connectivity changes induced by wireless communications in the smart grid environment. This paper proposes 

a new adaptive-multi parameter MAC protocol to achieve reliable communications. Three performance parameters of 

channel quality, packet delivery ratio, and average remaining energy are combined using a weight cost function to adapt 

the back off time to dynamically select the best communication channels. The proposed MAC protocol is simulated using 

the MiXiM simulator- based OMNET++ platform to evaluate the network performance. The results indicate the 

effectiveness of the proposed MAC protocol to mitigate the interference and satisfy the quality of service requirements 

of the diverse smart grid applications. The results show that the proposed protocol has improved the network performance 

of about of 25% increase in successful transmission with lower delay and less energy consumption compared to the basic 

standard protocol.  
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I. INTRODUCTION 

 

There is wide range of applications for Wireless Sensor Networks (WSNs) in smart grid system [1]. Each application has 

its own Quality of Service (QoS) requirements that must be guaranteed [2].  QoS depends highly on the reliability of 

communication channels, which varies significantly from channel to channel, and over time. Different technologies, such 

as IEEE 802.11 (Wi-Fi), and IEEE 802.15.4 (ZigBee) share the unlicensed Industrial, Scientific and Medical (ISM) 

frequency band [3].  Both IEEE 802.15.4 and IEEE 802.11 systems may be located in the same vicinity (less than 8 

meters), in which IEEE802.11 will produce serious interference to IEEE802.15.4 [4].  As the number of wireless devices 

increases, the communication channels will become unreliable and it cannot guarantee the required QoS for the smart 

grid applications [2].  The IEEE802.15.4 standard uses a simple blind hopping function [5], where all the channels are 

scanned and can be uniformly selected at the deployments phase. Then when transmissions suffer from interference on 

channels, nothing can be done. These factors will result in transmission failures due to loss of either data packet or control 

packet. This transmission failure will degrade the overall network performance. Since IEEE 802.11 has a wider Radio 

Frequency (RF) spectrum than IEEE802.15.4 (22 MHz as compared with 3 MHz), then a single IEEE 802.11 channel 

can simultaneously cause interference on four adjacent channels [6]. When an IEEE802.15.4 node, which has 

transmission power about 0dBm, is located within the transmission range of an IEEE 802.11 node, that has much higher 

power of about 20dBm, this leads to a high impact on IEEE802.15.4 node’s communications capabilities [7-9].  

 

The basic IEEE 802.15.4 standard defines the physical (PHY) and Medium Access Control (MAC) layers functionalities 

for data communication among wireless sensors [10, 11]. The IEEE 802.15.4 standard operates in two different modes. 

The beacon-enabled and non-beacon-enabled modes. The period between two beacons is split into an active period and 

inactive period based on the duty cycle. The active part is again split into two parts, the Contention Access Period (CAP) 

where nodes compete for channel access using CSMA/CA. The Contention Free Period (CFP) allows the Coordinator to 

guarantee maximum seven time slots one per device. The Super-frame Duration is the sum of CAP, GTS, and beacon 

excluding inactive period. Beacon period is the time gap between two successive beacons [12]. This paper considers 

beacon-enabled mode, where only the CAP period with CSMA/CA are used for communications as shown in Fig.1. 
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Fig. 1. IEEE802.15.4 MAC Protocols [13] 

 

The sensor nodes have low data rates up to 256 Kbps, short-range between 10m-75m, low latency, and operate with 

minimum energy requirements [14, 15]. These nodes are controlled by one coordinator to communicate with any other 

node in the network [16]. Sensors nodes that utilize CSMA/CA - CAP beacon enabled mode, sense the channel before 

sending, if it is idle, they will send their frames. If the channel is busy, the sensor will increase its back off exponent to 

back off even further [18-20]. The Back off time Exponent (BE) which is the waiting period is counted down by a back 

off counter (NB). Once the back off counter reaches zero and the channel is clear, the node sends data. In general, every 

transmitting device in the network sets the BE time and it is usually initialized to 2 depending on the value of the battery 

life extension MAC attribute defined in the standard [16]. The increasing of BE increases the probability of having more 

back-off delays before accessing the channel [21]. The device senses the channel before transmitting the data packet. If 

the channel is busy, the node waits for a period, and then checks again to see if the channel is clear. A node sets its back 

off counter to an integer number over the interval [1, 2] of Contention Window (CW). If the node has reached its 

maximum number of back-offs, it will report to the upper layers that the transmission has failed. If the packet transmission 

is finished, the node will wait for an acknowledgment (ACK), and if the ACK is received, the packet is successfully 

transmitted [22]. The purpose of this paper is to add functionalities to traditional coordinator to enable traditional 

coordinator to sense, take a decision to avoid channels that experience interference, and switch to a more reliable channel. 

This Channel Aware Coordinator (CACo) senses the channels and allows sensors to access the available channel. The 

coordinator periodically senses and collects the required parameters from physical layer to estimate channel quality for a 

number of transmitted packets over any specific channel and updates the average metric accordingly through the scanning 

operation. 

 

This paper is organized as follows. Section 2 provides literature review for the IEEE802.15.4 MAC protocol standards. 

Section 3 proposes Adaptive Multi-parameters MAC protocol. Section 4 presents the simulation models, results, and 

analysis. Section 5 presents the research conclusion and future works. 

 

II. INTERFERENCE MITIGATION IN IEEE 802.15.4 MAC PROTOCOL 

 

The interference is usually measured by multiple parameters known as Link Quality Indicators (LQI) such as Clear 

Channel Assessment (CCA), Energy Detection (ED), Received Signal Strength Indicator (RSSI), and Signal to 

Interference Noise (SINR). These LQIs are directly-measured from the radio transceiver and cannot provide an accurate 

estimate of link quality because of some wireless phenomena such as blocking, absorption, reflection, scattering, and 

diffraction, which affect the accuracy of reading [23]. Therefore, an alternative method to measure LQIs must be 

introduced. The Packet Delivery Ratio (PDR) parameter represents the ratio between number of received and sent packets 

as 1. Hence, if the PDR ration drops below 1 it can be an indicator of interference [24].   Recently, a new version of the 

IEEE 802.15.4 standard is released: IEEE 802.15.4e, which utilizes a new MAC (IEEE 802.15.4e). It is released with 

time-slotted communications and channel hopping to avoid unreliable channels to increase the reliability of 
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communications. However, this new standard is not available in public and there are no sufficient details as 

the research is still going on [25]. Meanwhile, the basic IEEE 802.15.4 standard is still used and needs some 

modifications to overcome unreliable links. Little works have been found in literature to solve interference across various 

technologies summarized in the following table 1. 

 

TABLE 1 A SUMMARY OF PREVIOUS WORKS 

Reference & 

Publication 

Year 

Mitigate 

Interference 

Guarantee QoS 

for WSNs in 

SG’s 

Applications   

Using CSMA/CA 

Transmission 

Mechanism 

Using 

Simulation 

Software for 

Evaluation 

[26], 2019 ✓ Yes No Yes 

[27], 2019 ✓ No Yes Yes 

[28], 2019 ✓ No Yes No 

[29], 2019 ✓ No Yes Yes  

 

Furthermore, MAC solutions proposed in literature are not suitable for smart grid and do not take its unique characteristics 

into considerations [26, 27, 30-32]. This motivated us to develop an adaptive MAC protocol for the smart grid 

environment that can categorize channels into white and blacklist to select best channel for transmission and adapt back 

off time to ensure satisfaction of QoS requirements. Therefore, the objective of this paper is to propose an adaptive MAC 

protocol that utilizes three parameters collected from three layers and combines them together using a weight function to 

adapt back off time and improve the overall network performance. 

 

III. THE PROPOSED ADAPTIVE MULTI PARAMETERS MAC PROTOCOL 

A. Added Functionalities  

The proposed AM-MAC protocol adds new functionalities to traditional coordinator and will be called Channel Aware 

Coordinator (CACo). Fig.2 shows the super-frame structure of the proposed AM-MAC. The CACo starts with scanning 

the 16 channels, to detect an idle channel for transmission. Then, it broadcasts the beacon frame with the channel ID to 

all sensors to access this channel for transmission. The sensors that use CSMA/CA will also be modified to add the new 

adaptive back off time to access the chosen channel assigned by the CACo. The following pseudo code 1, describes the 

proposed AM-MAC protocol.   

Fig. 2 AM-MAC Protocol Super-Frame Structure 

   

 Pseudo code 1: AM-MAC protocol operations 

Initialization:  

1. Channel scanning and LQI parameters reported 

2. Best channel list building: CACo categorizes the channels that are expected to 

give better performance as white channel list based on weighting cost function (as will 

describe in the following subsection A)  

Beacon state:  

3. Beacon frame include chosen best channel ID in addition to all information 

required for   transmission, broadcasts to the sensors. 

CAP state:  

4. If the sensors have data to be transmitted, then 
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5.       Start the CAP using CSMA/CA mechanism and 

6.       CACo set the back off time to each sensor based on the QoS (as will describe 

in the following subsection B) then 

7.  

8.       Sensor wait until back off time goes then   

9.       Access the channel and transmit data 

10. Else  

11. Sensors goes to sleep state 

12. End if 

Sleeping state:  

13. CACo keep sensing to the channel periodically then 

14. Update the best channel list accordingly   

15.  Repeat the first step with each new super-frame  

 
 

1. Building the Best Channel List 

 
The CACo begins execution by building the list of best channels at the beginning of transmission before broadcasting 

the beacon frame (as listed in step 2 in pseudo code1). The beacon frame will include best channel descriptors in addition, 

to all other network setup information for example, beacon Interval (BI) time which, includes active and sleeping time 

of super-frame, and super-frame duration (SD) with the CSMA/CA mechanism time. The CACo broadcasts beacon frame 

to all sensors in in its cluster. Then it will keep monitoring all channels periodically during sleeping period to define good 

quality channels. The following algorithm shown in pseudo code2 describes the processes of building whitelist channels. 

The CACo adds the channels to whitelist (WL), the list of best channels if their quality is above the predefined threshold. 

The CACo updates the WL list periodically to build best channels lists that will give satisfactory performance based on 

the weighting cost function. The first step of building list is to calculate mean and standard deviation of the channel 

weights using the following equations. 

 

𝜇 =  
∑  𝑊𝐴𝑘

𝐶
𝑘=1

𝐶
                                                                              (1) 

𝜎 =  √
∑  (𝑊𝐴𝑘− 𝜇)2𝐶

𝑘=1

𝐶
                                                                    (2) 

Where C is the channel whitelist vector, WA is average weighting cost. 

Then using equations 1&2 to find the threshold value as indicated in the following equation. 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =  (𝜇 +  𝜎)                                                               (3) 

After that, the threshold value is used to create the whitelist channels, where the channels above the threshold value are 

whitelisted and the channels below the threshold value are blacklisted as shown in equation (4).  

𝑊𝐿 = {𝑐𝜖𝐶 𝑊𝐴 ≥ 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑}                                                 (4) 

The WL channels are then sorted in descending order from most reliable to less reliable for dynamic selection of 

communication channels. Each channel 𝑐 ∈ WL will have ID in beacon frame to be broadcast by the CACo. The following 

pseudo code describes the steps of building whitelist channel list. 
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Pseudo code 2: Building the Best Channel list 

1. CACo keeps listening to the channels 

2. CACo calculate the mean and standard deviation of the average channel weights 

3. Threshold = mean + standard deviation 

4. If channel > Threshold  then 

5. It belongs to WL 

6. Else 

7. CACo ignore the channel and avoid transmitted through it to avoid interference 

8. End else 

9. CACo sort the WL in descending order from more reliable to less reliable channel 

10. Repeat step 1 for updating channel list during sleeping time 

 

2. Adapting the Back-off Time 

 

In AM-MAC, sensors transmit data using CSMA/CA, however the contention window time is not based on how long the 

node is waiting to send but it varies according to QoS requirements. The CACo can vary size of contention window to 

allow certain nodes to quickly access the channel with shorter back off time. If required QoS is low, the contention 

window is big. On the contrary, if QoS is high, the contention window is small. A node that needs to occupy the channel 

will wait a back off time based on its weight calculation. Thus, sensor node with small weight will have small back off 

time and will access the channel first. The CACo will broadcast the back off setting parameters to the sensors using the 

weight function. Fig.3 shows the process of adapting the back-off time in CSMA/CA, where back-off time is selected 

from the interval [0, 2µ] where (µ) is selected based on Table 2.  

 

 

Fig.3 Flowchart of the proposed AM-MAC   
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B. Weighting Function Parameters 

The weighting function calculates the node’s back-off time based on three parameters collected from three different layers 

to adaptively schedule transmission on the most reliable channel that satisfies required QoS and considers the remaining 

energy of nodes. The settings of following communications parameters are based on real smart grid communications 

presented in [3], [30], [31], [33], and [34]. 

1) Application Layer parameter  (𝑊𝑄𝑜𝑆) 

 

CACo prioritizes data packets generated by application based on their QoS requirement, at the network deployment phase 

when the network is setup. Data packets are prioritized based on data class, packet size, and data generation rate. Data 

traffic in the smart grid is classified into three different classes. The first is control, protection and management data of 

smart grid which have the highest priority (example of this being sudden spike in voltage). Second is the monitored data 

from different sensors, which have less priority (data about fault locations, temperature, mobility, etc.). The third is the 

data from smart meters, which have the least priority class (real time pricing data). Examples of SG applications in HANs 

are the deterministic direct load control that belongs to controlling applications, behavioral energy monitoring that 

belongs to monitoring applications, and technology enabled dynamic pricing that belongs to smart meter applications. 

These applications require a data rate 100 kbps and less and have a packet size of 120 or 100 bytes [2].  Each data packet 

generated is assigned a traffic class value (𝜇𝑖), where the highest data packets are assigned the lowest and ordinary packets 

are assigned the highest traffic class value.  For example, the deterministic direct load control application which is belongs 

to highest traffic class because of highest QoS requirements will assign to class 1 and so on. Moreover, the data packet 

that has lower traffic class value (i.e. least priority) will get a small weight and vice versa where (WQoS) is the traffic 

class value as shown in Table 2.  The weight of traffic class to satisfy QoS (WQoS) is set by the application as mentioned 

above. The data traffic generated by the sensor traffic is classified into three Sub-classes: class1, class2, and class3 as 

presented in Table 2.  The classification process is based on the data rate and packet size requirements of different SG 

applications in the HAN environment to support demand-side applications. The classes’ values will prioritize the sensors 

in accessing the channel. The first class includes control data traffic, which is critical data packets need to transmit to the 

coordinator within a short time, and high delivery ratio.  The second class includes the monitoring data traffic, which is 

data packets that need to transmit to the coordinator with a high delivery ratio, but no matter the latency. The third class 

includes the Best-effort smart meter data traffic, which is the data packets only require best-effort support and no matter 

the packet delivery ratio and latency. 

 

TABLE 2 TRAFFIC CLASSIFICATION CLASSES 

Traffic Class 
Class Value  

An Emergency Data Traffic, large packet size, high data 

rate.   

Class1 

Normal Data Traffic, large packets size, no matter data rate. Class2  

The Best Effort Data Traffic, no matter packets size, data 

rate.    

Class3  

 

Finally, once the data traffic is classified in other words it is given the value (𝜇𝑖), then the value QoS is assigned. The 

queuing model of priority assignment is used. When a packet arrives at the system, it is added to the queue based on its 

priority class and every time one packet is selected from the head of the queue that has the highest priority. Network 

Layer - Packet Delivery Ratio (PDR) parameter: 

 

Similarly, the third parameter 𝑊𝑃𝐷𝑅 is computed based on PDR from the network layer. The PDR parameter is used to 

accurately determine the logical channel quality by using the ability of the channel to deliver the data packets successfully. 

The CACo node continuously monitors transmission from each node independently and the ACKs sent to them. It counts 

the number of Acknowledgements (ACKs) and the number of packets a particular node sends using equation (5) below. 

The behavior of each logical channel is computed independently for each device.  

 

𝑊𝑃𝐷𝑅  =  
number of Acknowledgements (ACKs) sent

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑 
             (5) 
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2) Physical layer Average Remaining Energy (𝑊𝑒𝑛𝑒𝑟𝑔𝑦) 

 

The energy required to send data depends on the distance between the nodes and the number of bits which are being 

transmitted. The energy required for receiving also depends on the number of bits being received. To transmit k-bit of 

message at distance ‘d’ the radio expends energy as shown in equations (6) and (7): 

𝑬𝑻𝒙(𝒌, 𝒅) =  𝑬𝑻𝒙 − 𝒆𝒍𝒆𝒄 (𝒌) +  𝑬𝑻𝒙 − 𝒂𝒎𝒑 (𝒌, 𝒅)                                                                 (6)  

𝑬𝑻𝒙(𝒌, 𝒅) =   𝑬𝒆𝒍𝒆𝒄 ∗ 𝒌 +  𝜺𝒂𝒎𝒑 (𝒌, 𝒅)                                                                                     (7)  

Where ETx is the total energy needed to transmit a single k-bit packet to a receiver over a single link of distance d. Eelec 

is the basic energy for the transmitter; εamp is the multi-path fading coefficient that depends on the transmitter amplifier 

model.  

To receive this message, the radio expends energy as shown in equations (8) and (9): 

𝑬𝑹𝒙(𝒌) =  𝑬𝑹𝒙 −  𝒆𝒍𝒆𝒄 (𝒌)                                                                 (8)  

𝑬𝑹𝒙(𝒌) =  𝑬𝑹𝒙 −  𝑬𝒆𝒍𝒆𝒄 ∗ 𝒌                                                               (9)  

Where ERx is the total energy needed to receive a single k-bit packet from a transmitter. Energy consumed by a node Ec 

is given by equation (10). 

𝑾𝒆𝒏𝒆𝒓𝒈𝒚 =  𝑬𝒊 −  𝑬𝒓                                                                              (10) 

 

Where, Ei = Initial Energy of a node, and Er = Residual Energy of a node. The amount of the energy consumed by 

nodes will stored in (𝐖𝐞𝐧𝐞𝐫𝐠𝐲) . 

C. Overall Weighting Function  

The three parameters are combined in one function to adapt the back-off time. The overall weight function  μoverall 

depends on the physical layer weight (Wenergy), network layer weight (WPDR), and application layer weight (WQoS). 

The proposed overall weighting function, to make the decision to dynamically adapt the back-off time for channel 

scheduling in MAC layer is defined as follow: 

 

𝜇𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =  𝛼 WQoS +  𝛽 Wenergy +  𝛾 W𝑃𝐷𝑅      (11) 
 

Where the overall weighting value will be then assign to each channel of whitelist and the back off time will be 

broadcasted to nodes as follow: 

 

𝐵𝑎𝑐𝑘 𝑜𝑓𝑓 = [ 0, 2𝐵𝐸 − 1]       (12) 

 

 

IV. PERFORMANCE EVALUATION AND RESULTS ANALYSIS 

The Performance of the proposed AM-MAC protocol is evaluated using the OMNET++ based MiXiM network simulator 

(open-source network simulator was originally designed for WSNs) [33, 34]. The proposed protocol is compared with 

the traditional IEEE 802.15.4 MAC protocol provided in the MiXiM library. The common simulation parameters are 

listed in the following Table 3. 
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TABLE 3 THE COMMON SIMULATION PARAMETERS 

Simulation Parameters Value 

Number of Sensors 20~100 Sensors in HAN 

Area 100m x 100m 

IEEE 802.15.4 Transmission Range 30m 

Simulation Time  300secs 

Traffic Type  Constant Bit Rate (CBR) 

Packets Size 512Bytes 

Propagation Model Path-loss Shadowing Model / Indoor 

Path loss exponent 4.2 

Shadowing Variance 4 

Antenna Model Omni Antenna 

Radio CC2420 

Data Rate 250Kbps 

Frequencies 2.4GHz 

Rx Current 17.4mA/bit 

Tx Current 19.7mA/bit/250m 

The proposed AM-MAC protocol is simulated based on a star network topology. The simulation area is 100m x100m. 

Both IEEE802.15.4 and Wi-Fi nodes are static nodes and the number of nodes is 100. GTS is set to OFF (as only CAP-

CSMA/CA is assumed in the current simulation results). The proposed AM-MAC protocol uses periodic traffic with 

different traffic priorities that represent various QoS requirements for different smart grid applications. A selected number 

of nodes will generate traffic that belongs to class 1, and some nodes will generate traffics belongs to class 2 and etc. 

This is required to test the AM-Mac protocol execution with different application layer QoS requirements. A constant bit 

rate (CBR) packets with a rate of one data packet every 5 seconds will be generated, and this traffic load will be increased 

in every run. Each packet has a size of 120 or 100 bytes, which corresponds to demand-side applications. However, the 

maximum data rate will be 100 kbps according to HAN application communication limitations. Considering the harsh 

environment of SG system, the lognormal shadowing path loss model presented in equation 13 will be used. The distance 

between the transmitter and receiver is d, and 𝒅𝟎 is the reference distance in the far-field of the transmit antenna, which 

is normally 8 meters. At a particular distance (d) from the transmitter, the path loss (PL) is expressed as: 

𝑃𝐿(𝑑) = 𝑃𝐿(𝑑0) + 10 𝑛 𝑙𝑜𝑔 (
𝑑

𝑑0
) +  𝑋𝜔                                       (13) 

 

where 𝑛 is the path loss exponent, and 𝑋𝜔 represents a zero-mean Gaussian random variable with a particular standard 

deviation  𝜔 that is referred to as shadowing and accounts for the impact of the terrain profile on the transmit signal. The 

simulated indoor environment is equivalent to path loss exponent of 0.3 and shadowing deviation of 3 to represent the 

challenging environment presented in [35]. Three performance metrics are evaluated. First is the average packet delay, 

which is the average time between the generation of a packet and the reception of the corresponding acknowledgment. 

Second, is the packet delivery ratio (PDR), which is the ratio of the number of packets correctly acknowledged by the 

CACo and the number of packets actually that are transmitted successfully. The third is the energy consumption, which 

is the difference between initial node energy and current consumed energy due to packet transmission and reception.  

Two different scenarios are simulated to evaluate the results of the three-performance metrics for the proposed AM-MAC 

protocol. The first is the evaluation of the performance of AM-Mac protocol in terms of delay, PDR, and energy 

consumption with varying traffic loads during simulation time. The second is the evaluation of the performance with 

varying number of sensors. 

 

A. Packet Delay  

 

Fig. 4. (a) shows the performance of the average end-to-end delay. we observe that the average end to end delay increases 

with increasing of traffic loads in each run due to more collisions or corruption of frames due to interference, causing 

retransmissions required for successful data transmissions. However, the proposed AM-MAC protocol has less average 

delay compared to the IEEE802.15.4 MAC protocol. Fig. 4. (b) presents end to end delay which increases as the number 

of sensing nodes increased. The proposed AM-MAC protocol shows less end-to-end delay performance because the 

prioritizing operation used which enables more critical data packets with delay constrained to access medium 
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immediately. On the other hand, the IEEE802.15.4 MAC protocol needs more time in retransmission operations which 

leads to increased packet delivery delay. 

  
(a) 

     
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 (b) 

Fig. 4. Average End-to-End Delay: (a) Traffic Load (b) Number of Sensors. 

 

B. Packet Delivery Ratio  

 

Fig. 5. (a) shows that the average PDR decreases as the traffic load increases. The PDR rate of the proposed AM- MAC 

protocol is more than the IEEE802.15.4 MAC protocol. This is attributed to the interference aware algorithm that enables 

selection of the best channel for transmission.  
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 (b) 

Fig. 5. Average Packet Delivery Ratio: (a) Traffic Load (b) Number of Sensors. 

 

 

Fig. 5. (b) shows the average PDR decreases with the increasing number of sensor nodes and the rate of decrease in the 

proposed AM-MAC protocol is less than the IEEE802.15.4 MAC. The is attributed to the prioritization of data packets 

based on traffic class values which enable, as a result, most critical data packets to access the medium first to ensure 

successful transmission. As number of nodes increase, the huge number of generated packets contending for transmission 

cause more packets to be dropped.   

 

 

C. Energy Consumption 

 

Fig. 6. (a) shows that the average energy consumed increases with the increase of traffic load. The consumed energy in 

the proposed AM-MAC protocol is less than IEEE802.15.4 MAC due to adaptive nature of the protocol and the selection 

of the high-quality channels for transmissions that ensure reduced chances of interference and retransmissions. The 

IEEE802.15.4 MAC protocol consumes more energy because of retransmissions operations needed when interference 

problem accurses. Fig. 6. (b) shows that the average energy consumption increases with the increase of number of sensor 

nodes. The consumed energy of the proposed AM-MAC protocol is less than IEEE802.15.4 MAC due to selection of the 

best channel for transmissions that ensure reduced chances of interference and retransmissions. 
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 (b) 

Fig. 6. Average Energy Consumption: (a) Traffic Load (b) Number of Sensors. 

 

V. CONCLUSION 

 

The simulated results show superiority of the proposed AM-MAC to mitigate interference and support more reliable and 

efficient communications to satisfy QoS requirements of the smart grid applications. The proposed AM-MAC was 

simulated and compared with the basic IEEE 802.15.4 MAC protocol. The simulated protocols were adapted to smart 

grid environments to ensure satisfaction of QoS requirements of various applications of WSNs. The weight cost function 

was formulated to solve the problem of adapting multiple conflicting parameters. The results have demonstrated that the 

proposed AM-MAC protocol was effective to mitigate interference, satisfy QoS requirements, and maintain the energy 

efficiency of WSN. One of the limitations of the proposed algorithm is that it needs prior communications on each channel 

to collect enough information about the three parameters used in the proposed MAC. The dependence on some historical 

data may not work well for the dynamic smart grid environments. Therefore, an adaptive channel selection algorithm to 

select channels immediately when interference increases during a transmission is needed, instead of continuing the 

transmission with corrupted data. In addition, channels with good quality may be accidentally interfered with any other 

channel and thus a periodic evaluation is necessary. 
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