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Abstract: The idea that the design and implementation of a real-time ATM robbery project came from a standpoint of
real-time ATM robberies. This project provides a warning at a time when the thief is about to break the ATM.so machine,
overcoming obstacles in the existing systems in our society. Whenever a thief brings robbery tools to an ATM or when
a thief tries to use a tool to break in, the CCTV camera at the ATM detects whether the person is coming with tools using
in-depth learning and machine learning methods. Here OpenCV is used as a speaker and the python language is used for
in-depth learning strategies with Haar Cascade, the Yolo V4 and for object detection. A warning message is also sent to
the bank and an alarm is sounded to alert local authorities.
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I. INTRODUCTION

In today's technologically advanced world, autonomous systems are rapidly evolving and gaining popularity. As the use
of computers and mobile devices has improved in the financial sector. Also, crime and robberies related to the financial
sector have increased and ATM-related robberies have also increased dramatically in recent years. Between robberies in
the financial sector has increased by an average of 90 percent. For 2017-2018 the loss of money for robbery, theft,
decommissioning and ATM theft is Rs.18.63cr. The ATM is only available after a robbery or an ATM attack. Therefore,
this project works as a way to prevent ATM robberies in real time when a person is guaranteed to have any ATM robbery
tools. Therefore, through in-depth learning and machine learning techniques to find someone with an important theft tool.
Number of ATM fraud incidents reported across India in 2018, by leading state
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Figure 1 ATM FRAUD STATEWISE GRAPH
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Il. PROPOSED SYSTEM
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Figure 1 BLOCK DIAGRAM

Here we present the theory of the ATM-robbery prevention using machine learning technique the overall block
diagram of the proposed system is explained. Each block of the block diagram is explained.

I11. OBJECT DETECTION
A. Image Processing
The image processing is the process of detection of the real-world object like a bottle, helmet, car etc. The
image processing is also used in the detection of the faces, eyes, mouth etc. The image processing is done
from the images, video and also in the live stream data. this image processing application is commonly used
in the security, survey etc.

B. Haar Cascade
Haar Cascade classifiers are an effective way for object detection. This method was proposed by Paul Voila and
Michael Jones in their paper.
Rapid Object Detection using a Boosted Cascade of Simple Features .Haar Cascade is a machine learning-based
approach where a lot of positive and negative images are used to train the classifier.

e Positive images — These images contain the images which we want our classifier to identify.

e Negative Images — Images of everything else, which do not contain the object we want to detect.

C. Object detection workflow
Every single Object Detection Algorithm has a different way of operational, but they all work on the same outlook.

Feature Abstraction, They extract features from the input images at indicators and use these features to regulate the class
of the image. Be it through Mat Lab, Open CV, Viola Jones or Deep Learning.
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In Haar Cascade, the algorithm has four stages:

1. Haar Feature Selection

2. Creating Integral Images

3. Adaboost Training

4. Cascading Classifiers
Initially, the algorithm needs a lot of positive images of faces and negative images without faces to train the
classifier.  Then we need to extract features from it.

First step is to collect the Haar Features. A Haar feature considers adjacent rectangular regions at a specific
location in a detection window, sums up the pixel intensities in each region and calculates the difference between
these sums.

1. Edge features
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Figure 3 INTEGRAL IMAGES

Features:
Basically for face detection, the classifier looks for the most relevant features on the face such as eyes, nose,

lips, forehead, eyebrows because we know that although people have different looks, these features are in the
similar positions on the face.

Now if a new input image is given to the classifier, it compares the Haar Features from the xml file and applies it to the
input image. If it passes through all the stages of haar feature comparison, then it’s a face, else not.

--'-

(a) (b) (c) (d) (e)
Edge Feature Line Feature Edge Feature Line Feature Four-Rectengle Feature

Figure 2 HAAR CASCADE FEATURES
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Figure 5 Pixel intensities for an ideal case and for real face image

D. Yolo V4
There is a very large amount that has been shown that there is an imprint of the Convolutional Neural Network (CNN)

accuracy. Practical testing of combinations of such features on large datasets, as well as the theoretical justification of
results, is required. Some features operate on certain models in particular and also for certain problems in particular, orly
for small-scale datasets; during all features, such as batch-normalization and residual-connections, or arrlicable to
majority of models, tasks, and datasets.

Statistical Analysis

We wused Convolutional Neural Network to get our job done. The YOLOv4 is a Convolutional
Neural Network that serves our purpose well. Our preferred model has 106 layers. 75 of them are convolutional
layer and 31 of them are other layers. The model is FCN or Fully Convolutional Network. Means that there is
no dense layer like typical CNN or Convolutional Neural Network. The other 31 layers are nor
dense layer. They are shortcut, route, upsampling and yolo layers. The final output of the network is
a feature map. A 1xI convolution layer is used to determine the final output feature map. As it is 1x1
convolution layer, the size of the feature map is exactly as the feature map of previous layer. The
result is then interpreted asconsidering each element in the feature map as a cell in image at
last layer. Each cell produces a fixednumber of bounding boxes. Each bounding box has certain
number of attributes. They are the center coordinates, the dimensions, the objectness score and class confidences.
So, each bounding box has 5 (center coordinates, dimensions and objectness score) + C (class

Attributes of a bounding box
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Figure 3 Yolo v4 Boundary Box
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confidences)attributes.Let the size of the input image is 416 x 416 and the stride of the network is 32. Stride
of the network act as a factor by which the out image is smaller than input image. So, the
output image in this case will be 13 x 13.We can see the bounding boxes in figure 6.
The network has another extraordinary thing, the anchors. Anchors are the pre-defined bounding boxes of different sizes.
We can determine the bounding box from scratch by convolution but this takes much more resource and time. But using
anchors makes it simple. We just need to modify the anchors according to our needs. They are the sizes of the objects
(width, height) in images that are converted to the network size (width, height in cfg). Formula showing in equations
below is the rules for making bounding box predictions from network output.
by = o(ty) + ¢y
b, = o(ty) +c,
b, = pwetw
b, = ppe™

Here, bx, by, bw, bh are the co-ordinates of center, height and width prediction. tx, ty, tw, th is the network outputs. cx
and cy are the top-left co-ordinates of the cell. pw and ph are anchors value of the bounding boxes.

E. Data Processing

Images are required in object detection training. Images must be the same size and images of the same size are provided
as an image to enter in the training algorithm. The training algorithm detects images as it does all in-depth learning
strategies, divides images into multiple pieces and processes each clip. After processing each piece of the image the
processed image piece is converted into a dynamic and saved as a .model file. Stored variables are given different values
for each variance. Flexible values are stored in the form in pickle format. Flexible values bearing the characteristics of
professional images.

Training Split

Image
Dataset

Randomly
Shuffle

- Testing Split

Figure 7 Training Data Split

F. Python Tkinter ATM GUI

TKinter is one of the most popular Python GUI libraries for developing desktop applications. It’s a combination of the
TK and python standard GUI framework.

Tkinter provides diverse widgets such as labels, buttons, text boxes, checkboxes that are used in a graphical user interface
application.

The button control widgets are used to display and develop applications while the canvas widget is used to draw shapes
like lines, polygons, rectangles, etc. in the application. Furthermore, Tkinter is a built-in library for Python, so you don’t
need to install it like another GUI framework.
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Figure 9 Model Building
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Figure 10 Model Training

V. RESULT AND DISCUSSION
We implemented the model by using suitable on Yolo V4 and Haar Cascade Open CV with the importing of
the packages keras.preprocessing.image for both ImageDataGenerater and img to array, keras. optimizers,
sklearn.preprocessing, sklearn.model selection, pyimagesearch.smallervggnet, matlabplot, imutils, numpy, argparse,
random, pickle, OpenCV. These packages are used for grabbing the images from the sample and convert the
images into the various segmented variables.
Each variable is given the values for the purpose to differentiate the variables form each other. The variables
hold the features of the sample images that fetched to the training process.
The values of the testing images or the video are cut down into the frames and each frame is cut down into
various parts and given values. The values are compared with the trained images value and detect and give
accuracy and send mail while it matches the trained images.

VI. OUTPUT

Figure 4 OUTPUT

Copyright to IJARCCE IJARCCE 83

This work is licensed under a Creative Commons Attribution 4.0 International License


https://ijarcce.com/

IJ A RCC E ISSN (Online) 2278-1021

ISSN (Print) 2319-5940

International Journal of Advanced Research in Computer and Communication Engineering
IJARCCE
_— Vol. 10, Issue 2, February 2021

DOI 10.17148/IJARCCE.2021.10209

VI1.CONCLUSION AND FUTURE SCOPE
Implementing the object detection in the ATM security by detecting harmful objects by using the Haar Cascade with the
Yolo V4 is the best model that will take only smaller time for the training the images for the detection. It has the best
advantage of giving the perfect Accuracy percentage than the training cascade with the Cascade trainer GUI. This model
can be used for training a greater number of objects of the user need. This model can be implemented in various real -
time factors for various purposes.

VIIL.FUTURE SCOPE
In future, more images can be trained.
Can be implemented many government purposes
Can be used for the survey prediction of people
Can be added some more modules for more security purposes.
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