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Abstract: In this age, the Internet has empowered the flow of thoughts and data and has thus expanded the knowledge 

base among individuals. Be that as it may, this has its own disadvantages in terms of false and fake data. The need to 

uncover such bogus data and disdain discourse during this COVID-19 pandemic has never been more important. Data 

mining is fundamentally used to identify relevant required data available on the internet or any data source. 

Consolidating the information mining using different methods like content mining, NLP and computational insight, we 

can arrange Corona virus tweets as great, awful or unbiased. The objective of this work is on the characterization of 

feelings of ‘Corona virus tweets' information assembled from Twitter. Moreover, we can characterize the Covid-19 

Texts as phony or not. To improve characterization we are utilizing AI methods for improving the effectiveness and 

quality of the proposed approach.  
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I. INTRODUCTION 

 

The existing COVID-19 pandemic has, straight forwardly or by implication, influenced each life on this planet. The 

primary human instances of COVID-19, likewise named as SARS-CoV-2, were at first found in Wuhan city, China, in 

December 2019. In any case, as the infection was not contained, the cases spread quickly from individual to individual 

inside neighbourhoods throughout the Planet. As of March 11 2020, the WHO chief general pronounced COVID-19 a 

pandemic. It was not simply a health related emergency any longer, as it can dubiously affect each area and each 

person. The Covid pandemic has required an exceptional change in the working of government personnel and medical 

services experts. Fig. 1 shows the number of tweets posted related to pandemic [1], 

 
Fig. 1 Representation of the tweets posted during the period of March 20, 2020, to September 21, 2020 

 

The consistently expanding amount of 'Bogus News' has immersed the reality that the individuals were supposed to 

know to take precautionary. There has been a call for handling this flood of bogus data in the current pandemic so that 

the correct real data is available for the general public.  

 

There have been various articles and innovative advances in utilizing distinctive gear of Natural Language Processing 

(NLP) to identify and help battle the problems of transmission of phony news, reports, and surprisingly malevolent and 

disdain remarks. Additionally, NLP can also be utilized to identify the recorded events occurring in COVID-19 data. 

NLP can utilize text acknowledgment to decide designs in counterfeit matters, which is used to sort out those issues 

utilization comparative study.  

https://ijarcce.com/


IJARCCE ISSN (Online) 2278-1021 
ISSN (Print) 2319-5940 

 

           International Journal of Advanced Research in Computer and Communication Engineering 
 

Vol. 10, Issue 5, May 2021 
 

DOI  10.17148/IJARCCE.2021.10556 
 

Copyright to IJARCCE                                                                 IJARCCE                                                                    287 

This work is licensed under a Creative Commons Attribution 4.0 International License 

The objective of this work is to find the fake news which is spread in various media and classify them as  fake or not. 

Section Ⅱ specifies related work; Section Ⅲ specifies principles of Natural Language Processing; Section Ⅳ shows 

system design; Section Ⅴ indicates software implementation followed by results; lastly, section Ⅵ presents conclusion 

of our work. 

 

II. RELATED WORK 

 

Several works related to NLP and data mining is found in literature. S. A. Cammel et al [1] proposed a method for 

calculating sentiments and frequency values for development of progress. This model can be used for capturing similar 

data from various hospitals. In this model unsupervised learning is used which is used in representation of patients 

feedback hence avoiding human bias. 

M. U. Salur and I. Aydin [2] proposed a deep learning model such as M-Hybrid, CNN etc. for representation of data in 

text format especially which is written in Turkish, Arabic which are difficult to understand. These models have 

accuracy up to 82.14%. This model also uses learning models of embedding and classifies the text with respect to 

sentiments. 

 Statistical investigation, conclusion examination, etymological signs examination are been used for detecting the true 

news (Double-dealing speculations) in the work proposed by C Zhang [3]. The Model proposed by W. Haitao is 

adaptable and permits clients to module data sets considered dependable by them, creating valuable highlights for short 

content. This methodology utilizes CNN's alongside non-straight sliding and N-gram examination to fundamentally 

improve short content order [4]. 

 Creators distinguish the accompanying systems .Noisy words eliminated for better execution [5][6]. Model highlights 

the methodology for catching the design of other languages apart from English. Creators recognize the accompanying 

philosophies such as Natural language handling (NLP) of biomedical content and identification of vague words [7].  

Deep learning models are used to conquer issues presented by NLP. Model uses a live mining stage to consolidate 

helper highlights from relating news stories for better execution [8]. Tweets gathered from March 13 to March 21, 

2020, are pre-processed by using NLP and by using this method tweets which has negative meaning can be recognized 

[9]. Some information was haphazardly examined, physically named, and algorithms such as Random forest have been 

applied. Various analyses on chosen highlights for each sort of data was done [10]. 

M. Cinelli et al proposed a work in which various data related to COVID-19 has been extracted with the assistance of 

NLP [11]. An easy way to comply with the conference paper formatting requirements is to use this document as a 

template and simply type your text into it. 

 

III. PRINCIPLES OF NLP 
 

Natural language processing (NLP) is subset of artificial intelligence (AI). It helps in interaction between man and 

machine. NLP has different applications such as utilized for grammar recognizable proof, notion investigation. It is 

likewise used to decipher languages, Chat bots, additionally utilized in observing various online media. 

 

IV. SYSTEM DESIGN 

 

The System design is as shown in fig. 2 

Stage`1: This stage takes Twitter survey information for performing a feeling examination. After taking survey 

information it performs supposition sentence extraction for creating assessment targets.  

 

Stage 2: This stage removes a portion of discourse labelling as a contribution from stage 1 and distinguishes estimation 

express. This stage additionally registers the conclusion score and produces a highlight vector. Highlight vector is 

shaped dependent on a sentence (survey).  

 

Stage 3: This stage performs two activities, for example, supposition extremity order which gives after effect of 

conclusions of positive, negative or unbiased.  

Result translation gives results as either phony or not. 
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Fig. 2 System design architecture 

 

 

V. IMPLEMENTATION 

 

A. Sentiment sentences extraction and POS tagging 

Sentiment sentences extraction and POS labelling the target substance ought to be considered for assessment 

examination [3]. Rather than eliminating target content, in our investigation, all emotional substance was separated for 

future examination. The passionate substance contains all inclination sentences that contain words which gives negative 

meaning. POS taggers have been made to orchestrate words subject to their syntactic highlights. 

B. Negation phrases identification 

Words, for example, modifiers and action words can pass on inverse estimation with assistance of negative prefixes. 

For example, consider the sentence: For example, consider the sentence: "Getting vaccinated may not decrease Covid 

cases. Here “decrease Covid cases” is negative phrase.  

C. Naïve Bayes Algorithm 

Naive Bayes Algorithm relies upon the Bayesian theory. It is particularly applicable when the dimensionality of the 

information sources is high. Limit evaluation for Naive Bayes models uses the procedure for most   likelihood cases.  

 

VI. RESULTS 

 

Subject wise data count and their graphical representation of the news article which are represented in Fig. 4 and Fig. 5 

respectively. Fig. 6 represents the most commonly used words in the article which is combination of both fake and true 

news. Fig7 represents the cloud of words which comprises of only fake news whereas Fig. 8 represents the cloud which 

consists of only true news and Fig. 9 indicates Naïve Bayes Classification Report which represents the accuracy of true 

and fake news obtained by using this algorithm. Fig. 10, Fig. 11 and Fig. 12 represents the various use cases of 

sentiment analysis such as negative, positive and neutral respectively. Fig. 13 represents the comparison of accuracy by 

using algorithms such as Naïve Bayes and Linear regression which indicates that Naive Bayes algorithm is more 

efficient when compared to Linear Regression. 

 

Fig. 4 Subject-wise Data Count 
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Fig. 5 Graphical View of Subject-Wise Count 

 

 

Fig. 6 Word cloud News visualization 

 

Fig. 7 Word cloud of Fake News 
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Fig. 8 Word cloud of True News 

 

 

Fig. 9 Naïve Bayes Classification Report 

 

 

Fig. 10 Sentiment analysis for twitter input- Case Negative 
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Fig. 11 Sentiment analysis for twitter input- Case Positive 

 

 

Fig. 12 Sentiment analysis for twitter input- Case Neutral 
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Fig. 13 Comparision of algorithms 

 

 

VII. CONCLUSION 

 

The spread of phony news and events happening during Covid pandemic are analysed using Natural Language 

Processing methods. A set of strategies to acquire customary critical thinking approaches about specific issues by 

experimenting on dataset is discussed. The goal of this work is to manage individual analysts to carry out and enhance 

the current best in class models utilizing NLP, to assist them in applying these ideas in COVID pandemic. The location 

of phony news and disdain remarks that occurred in the tweets of COVID-19 has to be refreshed continuously in 

different datasets.  
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