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Abstract: According to incidence statistics, colon cancer is one of the most common types of cancer in the world. The 

correct diagnosis of this lesion will provide cancer patients with the most appropriate treatment. Diagnosis is made 

through visual analysis of tissue samples by a pathologist. This analysis is affected by intra-pathological and inter-

pathological variation, and is also a complex and time-consuming task. In order to solve these problems, imaging 

techniques have been developed to be applied to histological images obtained by digitizing tissue samples. To this end, 

characterization and classification techniques are being explored to help pathologists and achieve faster and more 

objective diagnostic determinations. Therefore, this paper proposes a method that combines multi-dimensional fractal 

technology, curvature transformation and Haralik descriptors for research and captains. Detect colon cancer that has not 

been studied in the literature. The proposed method considers feature selection methods and various classification 

methods. 

 

Keywords: colorectal cancer, feature associations, multiresolution features, fractal techniques, curvelet transforms, 

haralick descriptors. 

 

I. INTRODUCTION 

 

Colorectal cancer (CRC) is one of the most common cancers in the world and one of the leading causes of cancer deaths. 

According to the latest epidemiological data, this type of cancer constitutes a serious burden in most European countries 

and is still associated with a very high mortality rate. Therefore, early diagnosis and tumour differentiation are critical to 

the survival and well-being of a large number of patients. Traditionally, pathologists diagnose CRC by visually examining 

excised tissue samples that have been fixed and stained with haematoxylin and eosin under a microscope. Evaluate the 

existence and degree of malignant tumours by observing the tissue changes in their tissues. 

 

Various features are studied to identify benign and malignant case models of colon cancer that show the best correlation 

between features and classifiers. The study showed an effective correlation between the features of the best classification 

results and the histological features seen in the HE image, as well as evidence of correlation not related to the 

classification of colon cancer. 

 

Colon cancer is cancer that occurs in the lining of the large intestine (colon) or rectum. A study submitted by the 

International Agency for Research on Cancer (IARC) shows that colon cancer is the third most common cancer in men 

worldwide (746,000 cases) and the second most common cancer in women (614,000 cases): 7 Almost 55% of cases are 

carried out in more developed areas After testing, 8 the death toll was 694,000, and the highest death rate was 9 52% of 

the death toll in the underdeveloped regions of the world (International Agency for Research on Cancer, 2012).In Brazil, 

the annual estimates for the 2018-2019 biennium are 36,360 new cases and 16,696 deaths per year; by 2018, there are 

140,000 new infections and 50,000 deaths in the United States. 

 

II. RELATED WORK 

 

Colon cancer can be diagnosed by sigmoidoscopy or colonoscopy and tissue biopsy. The result is a tissue sample stained 

with haematoxylin, which is visually analysed by a pathologist. This is a complex task, and experts need time to minimize 

these problems. Computational methods have been proposed to assist pathologists in pattern classification and 

recognition of HE-stained colorectal tissue (Masood and Rajpoot, 2009; Kalkan et al., 2012; Rathore et al.2013; Naiyar 

et al., 2015; Jorgensen et al., 2017). 

 

After the digitization of tissue samples, those photos may be analysed via way of means of making use of computational 

structures. These structures permit the improvement and research of latest photograph processing techniques. Moreover, 
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those structures can aid pathologists of their prognosis and diagnosis definitions which, consequently, cause the 

maximum good enough remedies for the patients. The steps of characteristic extraction and type compose a applicable a 

part of those computational strategies. By them, it's far viable to discover the intrinsic photograph statistics described via 

way of means of the computational strategies and relate them to the 31 investigated kinds of cancer. Besides, those steps 

additionally make contributions to a quicker and greater correct prognosis. 

 

In this context, the extraction of features can be achieved through the use of various approaches, such as the techniques 

examined in this proposal. For example, the properties of Haralick (Haralick et al., 1973; Haralick, 1982) on studies of 

liver diseases (Suganya and Rajaram, 2013), the detection of epileptic activity (Boubchir et al., 2014), the diagnosis of 

glaucoma (Samanta et al., 2014) and oral cancer detection (Chakraborty et al., 2016). Fractal techniques are useful for 

quantifying self-similarity traits and the most important approaches are the fractal dimension (FD), lacunity (Lac) and, 

more recently, percolation (Perc). Irregularity of the image. a fractal (Ivanovici and Richard, 2011). Lac indicates how 

pixels are distributed and organized in an image. Perc consists of the appearance of a path connecting the upper partfrom 

a fractal to its bottom (Gould et al., 2005). 

 

Pattern recognition systems that incorporate fractal techniques achieved significant success in psoriasis lesions (Ivanovici 

et al., 2009), glaucoma detection (Lamani et al., 2014), diagnosis of breast disease (Dobrescu et al., 2014), study of 

behavior of prostate cancer (Neves et al., 2014) and the quantification of non-Hodgkin lymphomas (Roberto et al., 2017) 

as examples. Another method of feature extraction is curvature transformation, which takes scales and angles from 

observations into account to analyze singularities of curves. The curvilinear transformation has been successful in the 

study of ulcers in endoscopic images (Eid et al., 2013), the classification of various degrees of prostate cancer (Lin et al., 

2015), breast cancer diagnosis (Saraswathiet al., 2016) and. applied detection of cerebrovascular and neoplastic diseases 

(Nayak et al., 2017). 

 

III. PROPOSED WORK 

 

 
 

IV.  METHODOLOGY 

 

Modules: 

 

• Image Pre-processing 

• Feature Extraction 

• Haralick Features 

• SIFT Features 

• Features Vectors 

• Feature Selection 
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• Generate matrix 

• Calculate Similarity 

• Classification 

 

Grayscale Algorithm: 

• How do you convert a color image to grayscale? If each color pixel is described by a triple (R, G, B) of 

intensities for red, green, and blue, how do you map that to a single number giving a grayscale value? 

• The lightness method averages the most prominent and least prominent colors: (max(R, G, B) + min(R, G, B)) / 

2. 

• The average method simply averages the values: (R + G + B) / 3. 

• The luminosity method is a more sophisticated version of the average method. It also averages the values, but it 

forms a weighted average to account for human perception. 

 

 
 

Fig-Original Image                                               Fig-Greyscale Image 

SIFT Algorithm  

 

• SIFT is quite an involved algorithm. It has a lot going on and can become confusing, So I’ve split up the entire 

algorithm into multiple parts. Here’s an outline of what happens in SIFT.  

• Constructing a scale space This is the initial preparation. You create internal representations of the original image 

to ensure scale invariance. This is done by generating a ”scale space”.  

• LoG Approximation the Laplacian of Gaussian is great for finding interesting points (or key points) in an image. 

But it’s computationally expensive. So we cheat and approximate it using the representation created earlier. 

• Finding keypoints with the super-fast approximation, we now try to find key points. These are maxima and minima 

in the Difference of Gaussian image we calculate in step 2.  

• Get rid of bad key points Edges and low contrast regions are bad keypoints. Eliminating these makes the algorithm 

efficient and robust. A technique similar to the Harris Corner Detector issued here.  

• Assigning an orientation to the keypoints An orientation is calculated for each key point. Any further calculations 

are done relative to this orientation. This effectively cancels out the effect of orientation, making it rotation 

invariant.  

• Generate SIFT features Finally, with scale and rotation invariance in place, one more representation is generated. 

 

Euclidean Distance 

Euclidean distance is computed using the following formula: 

 

 

 

 

• The library contains both procedures and functions to calculate similarity between sets of data.  
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• The function is best used when calculating the similarity between small numbers of sets. 

• The procedures parallelize the computation and are therefore more appropriate for computing similarities on 

bigger datasets.  

V. RESULT AND DISCUSSION 

 

In this section, present the acquired results of the performed ML experiment. The CNN model created to classify the 

colorectal cancer images. We used 70% of the images (randomly chosen) to train this supervised learning model and the 

remaining 30% image to test it. Since we are working with a balanced dataset (i.e., each class has the same number of 

samples), the model will be less prone to bias towards a particular class while making decisions. We will present the 

model’s performance on both subsets and evaluate it based on the widely used evaluation parameters, including accuracy, 

precision, recall, F-measure, and confusion matrix of the classification. The results of the different variants of the 

proposed framework are presented to show the superior performance of all the variants over simple patch-based methods.  

 

The proposed network is well-suited for the grading task which relies on recognizing abnormalities in glandular 

structures. These clinically significant structures vary in size and shape that cannot be captured efficiently with standard 

patch classifiers due to computational and memory constraints. Nevertheless, based on the discussions provided earlier 

in this section, it can be concluded that the proposed methods can fulfil the task of colon cancer tissue classification with 

convenient accuracy and high reliability. 

 

 
 

            Fig- Input Image                                                    Fig- Greyscale (Pre-processing) 

 

 
 

Fig- Harlick Features                                                              Fig-SIFT Feature 
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                          Fig- Feature Vector                                                         Fig- Feature Descriptor 

 

 
 

                         Fig- Classification Fig- Training Model 

 

VI. CONCLUSION 

 

It was proposed an investigation of different feature extraction techniques and classifiers to identify colorectal cancer 

images as benign and malignant cases. Computer-aided diagnosis systems improves the detection of tumours for 

colorectal cancer can be easily adapted for detecting many other types of diseases. 

 

This work gives promising results with some acceptable errors. However current analysis techniques can be further 

improved by using combination of multiple techniques in neural network. 
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