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Abstract: COVID-19 is the greatest humanitarian challenge facing the world ever since World War II. World has been 

fighting the pandemic with great spirit, with the unlocking phases being in motion. Wearing mask properly has become 

an effective method to cut down the spread of virus transmission. In this work, we are targeting to build a system where 

we can detect fine-grained state of wearing mask. This work involves three major challenges: 1) different face 

orientations, 2) various mask types and patterns and 3) facial occlusions. To resolve these challenges we created a new 

practical dataset, which contains 4000 images. The proposed approach here uses OpenCV and Machine Learning with 

MobileNetV2 architecture as image classifier to perform mask detection in real time. This model achieves an accuracy 

of 97%. The new practical dataset created can be used for further advanced models for thermal screening and facial 

recognition. 
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I. INTRODUCTION 

 

Outbreak of the COVID-19 pandemic has threatened human lives safety, and rapidly spread to the majority of countries 

in the world. On 30th January 2020, the World Health Organization (WHO) declared the outbreak a Public Health 

Emergency of International Concern and suggests that every individual should wear masks whenever they step out of 

home, in order to cut the spread of coronavirus. Hence, detection of face masks have become one of the significant task 

in Image Processing and Computer Vision domain. 

Numerous researches and mask detection applications do not concern at problem of facial occlusions and detecting 

different various mask types and patterns. To address these limitations we are targeting to build a system where we can 

detect fine-grained state of wearing mask. For this purpose, we created an efficient practical dataset consisting of 4000 

images. We collected images from various sources such as MAFA, RMFD, CelebA and some images are downloaded 

from internet and cleaned the dataset by manual inspection. 

In this proposed work, we have developed an efficient model for the detection of face masks using OpenCV and 

Machine Learning with MobileNetV2 as image classifier. To hinder the transmission of COVID-19 virus this model 

can be incorporated with surveillance cameras to detect people wearing mask improperly or not wearing masks. This 

model intend towards the elimination of incorrect predictions in real world scenarios that transpired in other related 

models. 

Detection of masked face is a challenging task as they have various accommodations, various mask types and patterns 

and also various degree of obstructions. Multiple reasons are noticed for the unsatisfactory achievement of the existing 

models two of them were lack of suitable dataset and the mask on faces produces an inevitable noise that lessen the 

detection process. Addressing these issues, an efficient model is constructed. 

The significant contributions of proposed work are given below: 

i.Creation of fine-grained practical dataset with facial occlusions and various mask types and patterns, which can be 

helpful for studying new models. 

ii.Usage of OpenCV, allows us to perform mask detection in real time with limited resource. It also detects occluded 

faces and faces in different orientations with good accuracy. 
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The remaining part of the work is categorized into different sections as shown below: some of the related previous 

works done are discussed in Section 2.  The detailed descriptions of the methods that are used in the construction of the 

model is reviewed in Section 3. Experimental results discussion together with the analogy table of proposed work and 

previous works are mentioned in Section 4. Finally, in Section 5, the proposed work with a concise summary is 

concluded. 

 

II. RELATED WORK 

 

Over the past few decades, numerous analysts and researchers worked on detection of face technology. One of the 

eminent face detector proposed by Viola-Jones, provided a breakthrough in real time face detection [1]. But it 

encountered few problems like face orientations, face brightness, making hard to intercept. In 2006, a random forest 

tree model approach in detecting masked faces was proposed by Ramanan, which predicts face poses and structures.  

In 2015, Yang designed a face detection model with facial features aggregation method [2]. In the classification based 

on convolutional neural network, the facial detection models learns directly from the data given by the user and then 

various machine learning algorithms applied on it [3]. In 2016, Opitz-Waltner formulated a grid loss in order to resolve 

facial occlusion problems [4].  

The masked face detection task become evident with the COVID-19 outbreak, which aims minimize the spread of virus 

by detecting whether an individual is wearing a mask or not. Jiang-Fan-Yan proposed single-stage generic detector 

based RetinaMask, which tries to extract robust features taking the context information into consideration [5]. Loey-

Manogaran designed a hybrid model for detecting medical face masks using the combination of various conventional 

machine learning algorithms and deep neural network and an implementation is done using ResNet-50 and the Single 

Stage Detector YOLOv2 is made, which increases the performance of detection [6]. Militante-Dionisio proposed a 

model where the input images is divided into several segments and the prediction of final results using VGG16 models 

[7]. 

In the above face detection and face mask detection models aims at detecting face masks or clean faces but ignored 

different fine-grained mask wearing conditions. The proposed model targets to solve all the issues of previous works 

with high average precision on the practical dataset and proves that it has strong potential to derive the distinguish 

feature map. 

 

III. METHODOLOGY 

 

A. Dataset Visualization 

For the face mask detection, only a few datasets are available and most of them are either created artificially or full of 

noise with wrong labels. Hence, we created a practical dataset to train the model which yielded fruitful results at the 

end. The dataset comprising of images that are obtained from abundant data sources including MAFA, RMFD, CelebA 

and some images are downloaded from internet, cleaned the dataset by manual inspection. Finally, a dataset having 

4000 images was created, with the label “with_mask” and “without_mask” and the distribution is visualized in Figure 

1. 

 

Figure 1:  Dataset Visualization 
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B. Work Flow 

The initial stage of the process starts with training the model using the appropriate dataset to predict in real time 

whether an individual is wearing mask or not. After the classifier is trained, a precise face detector model is essential 

for detection the faces so that it can classify masked and unmasked faces. For this task, an OpenCV’s Single Shot 

Multibox Detector with ResNet-10 as its backbone, helps in real time detection of faces. The classifier uses 

MobileNetV2 pre-trained model to do predictions. The proposed model’s work flow is illustrated in Figure 2.   

Figure 2: Proposed work flow 

C. Detection of Faces 

The model constructed on the ‘Single Shot Detector’ using ResNet-10 architecture as its base model, has the potential 

for detecting multiple objects in an image at only one shot. This model with two versions are made available in GitHub 

repository of OpenCV –  

i.Caffe Implementation 

ii.Original Tensorflow Implementation 

We have used Caffe model for our proposed model to detect faces and face masks as it is more powerful, faster and 

efficient in contrast with other object detection models. On the application of facial detection model, the sum total of all 

the faces with their boundary box location and the confidence score of the predictions is obtained. These predictions are 

taken as the mask classifier’s input that allows real time detection of faces at different orientations. 

 

D. MobileNetV2 Classifier 

MobileNetV2 is a convolutional neural network model, employed for image classification. Pre-trained ImageNet 

weights are added and to avoid learning features impairment, the layers of the base model are froze. Then to determine 

features to distinguish between the faces without masks from the faces with masks, new layers which are trainable are 

appended and trained on the newly created practical dataset. Finally, fine-tuning of the model done and saved their 

weights. 

MobileNetV2 is a convolutional neural network architecture that utilizes the below mentioned layers and functions. 

The Figure 3 depicts the MobileNetV2 architecture. 

• Convolutional Layer 

It is the primitive block of Convolutional Neural Network, which is a mathematical combination of dual functions. It 

helps in feature extraction and generating feature maps. 

• Pooling Layer 

To make calculations faster by minimizing the input matrix size without dropping many features, pooling operations 

are applied. Some of the pooling operations are - Max Pooling and Average Pooling. 

 

• Dropout Layer 
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This helps in reducing a model from overfitting, by dropping random biased neurons, which can be a fragment of 

visible layers and hidden layers. 

• Non-Linear Layer 

It consists of an activation function that draws generated feature map from convolutional layer as input and creates 

activation map. Some of the most commonly used non-linear functions are various Rectified Linear Unit (ReLu), 

sigmoid functions and tanh functions. 

• Fully-Connected Layer 

These layer helps in classifying images in binary classification. These layers have complete connections to activation 

layers and are appended in the model. It yields the predicted output classes results. 

• Linear Bottlenecks 

As we cannot minimize the multiple matrix multiplication into a solitary numerical operation, some non-linear 

activation functions are implemented, thus allowing us to build multiple layers by discarding values which are less than 

zero. This information loss can be tackled by increasing the capacity of the network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: MobileNetV2 Architecture 

 

E. Algorithms 

ALGORITHM 1: PRE-PROCESSING AND TRAINING ON DATASET 

INPUT: Images  

OUTPUT: Trained model 

Step1: Load images 

Step2: Process the images (i.e., resizing, normalization and convert to 1D array) 

Step3: Load the file names and their respective labels 

Step4: Perform data augmentation and then split the dataset into train and test batches 

Step5: Load MobileNetV2 model from Keras, train them on batches and compile it using Adam optimizer 

Step6: Save the model 

ALGORITHM 2: DEPLOYMENT OF FACE MASK DETECTOR 

INPUT: Images or Live Stream 

OUTPUT: Real time classification of images into Masked or Unmasked 

Step1: Load face detector from OpenCV and saved model from disk 

Step2: If input is Image: 

Load image(s) 

Step2.1: To detect the faces in an image apply face detection model 

Step2.2: If the faces are detected: 

Crop the faces to boundary box co-ordinates from face detection model 

Receive predictions from the classifier model 
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Display the prediction 

           Else: 

Display no output 

Step3: If input is Live Stream: 

Load live stream feed from OpenCV 

Read the live stream feed frame by frame 

Step3.1: To detect the faces in frames apply face detection model 

Step3.2: If faces are detected: 

Crop the faces to boundary box co-ordinates from face detection model 

Receive predictions from the classifier model 

Display real time output 

           Else: 

Show feed normally 

Step4: Stop video or live stream 

 

IV. RESULTS AND DISCUSSION 

To conduct experimental trails we have used a laptop customized with AMD Ryzen 5 3550H processor with 8GB 

RAM. The Jupyter Notebook Software with Python 3.8.5 kernel is employed for the experimental trail development 

and implementation. 

For the evaluation of the proposed model, the following metrics are used. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

( 𝑇𝑃 + 𝐹𝑃+ 𝐹𝑁 + 𝑇𝑁 )
            (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

( 𝑇𝑃 + 𝐹𝑁 )
            (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

( 𝑇𝑃 + 𝐹𝑁 )
              (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

( 𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 )
           (4)  

 

Where, 

TP = True Positive 

TN = True Negative 

FP = False Positive 

FN = False Negative 

As the classes were balanced, the accuracy obtained was a satisfactory measure to start with. The predictive positive 

values measure was given by Precision. The potential of a classifier to acquire the possible positive samples was given 

by Recall and the test accuracy measure was given F1 score. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Training Accuracy and Training Loss Plots 
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Table 1: Classification Report 

 
precision recall f1-score support 

with mask 

without mask 

accuracy 

macro avg 

weighted avg 

0.95 

0.99 

 

0.97 

0.97 

0.99 

0.95 

 

0.97 

0.97 

0.97 

0.97 

0.97 

0.97 

0.97 

500 

500 

1000 

1000 

1000 

 

Figure 5 depicts the predictions made on few images by the proposed model. The green rectangular box with an 

accuracy score depicts that the person is wearing mask, while the rectangular box with an accuracy score depicts that 

the person is no wearing masks. 

Figure 5: Visualization of Results 

 

Table 2: Comparison of accuracy of previous work with our proposed work 

Model Accuracy 

VGG-16 0.92 

ResNet-50 0.91 

Proposed Model 0.97 

 

V. CONCLUSION 

 

In this paper, our proposed method which is developed using OpenCV and Machine Learning with MobileNetV2 image 

classifier handled the limitations of the previous work and yielded fruitful results. The issues of wrong predictions have 

been successfully removed and thus we can notice that the model’s accuracy has increased. This automated system will 

operate in an efficient manner to track people in public places where crowd monitoring is necessary. The new practical 

dataset created can be used for further advanced models for thermal screening and facial recognition.   
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