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Abstract Malnutrition is regarded as a crucial health issue of a nation considering today's children as tomorrow's 

youngsters and leaders who directly influence the fruitful development of the nation. The exact amount of nutrition is the 

most required element for the survival, development, growth of the children in this society. The foremost goal of this 

proposed phenomenon in children less than five years is suffering from a lack of nutrition. The problem of Malnutrition 

and anemia is majorly found in under-developed and developing countries. To overcome this problem we make use of 

various Machine learning and data mining approaches to predict the malnutrition condition of a child less than five years 

based on the training data-sets. Training data-sets downloaded from www.kaagle.com.Various  factors such as Gender, 

Age, HAZ, WAZ, etc…are extracted. Classification techniques used for malnutrition status prediction. We use algorithms 

such as "Bayesian classifier" and "K-nearest neighbor" for prediction. The results will be compared and an efficient 

algorithm will be identified. With the help of testing and Checking knowledge, precautionary measures will be led with 

the aid of medical practitioners to minimize the anemia and malnutrition condition in a child.  We build this as a real-

time software application useful for society. To build the real-time application we use technologies such as "Visual 

Studio" for the front end and "SQL server" for the back end. Both of these tools are powerful tools to work with the real-

time application. This system specifies how the classification methods can classify anemia and malnutrition condition of 

children below five years of age. In General, our proposed method is designed in such a way that, the most accurate 

results are obtained to find the malnutrition and anemia status based on data sets collected. 
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I.INTRODUCTION 

In today's world nutrition is most important and children should take proper nutrition for proper growth, development, 

and survival. The current system is a manual process of child analysis and leads to less accurate results and not an 

appropriate method for malnutrition prediction. The current system is involved tedious tasks and involves more time and 

more expensive. Many factors affect children's malnutrition such as age, gender, height, weight, WAZ, HAZ, WHZ, 

etc… Malnutrition detection is important in today's world. The current system is a manual process of child analysis and 

leads to less accurate results and not an appropriate method for malnutrition prediction. The current system involves 

tedious tasks and involves more time and more expensive. There is no automation for malnutrition status prediction of 

children.  

The system classifies children into stunted, underweight, wasted, and nutritional oedema statuses. We use parameters 

such as age, gender, height, weight, WAZ, HAZ, WHZ, etc.. classifiers are used for malnutrition and anemia prediction 

of children. We use efficient classifiers such as Bayesian classifier, KNN classifier, or Random Forest classifier. We 

collect data sets from online sources such as "kaagle.com", "Dataworld.com" etc... We can develop this as an application 

useful for doctors. We use efficient technologies such as "visual studio" and "SQL server" for application development. 

In the traditional software approach, no written code indicates the system how to decide to pick the right object among 

different objects since it's difficult to manage each situation on an object. It uses the provided data to make intelligent 

decisions, imply future predictions, and recognize anomalies. These days it is being used in several applications such as 

search engine results, virtual assistance, identifying objects, advertising, predictive analysis, autonomous cars, etc... There 

exists 3 ML strategies viz Supervised Learning, Unsupervised Learning, and Reinforcement Learning. The proposed 

system uses data science algorithms for prediction. 

 

II.RELATED WORK 

[1] METHODOLOGY: Many algorithms such as RBF-SVM, Decision tree, K nearest neighbor, Randomforest, K-star. 

LIMITATIONS:  

• RF (Random Forest) algorithm is efficient but the execution is slow. 
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• It is not suitable for real-time prediction. 

 

[2] METHODOLOGY:  Applying different classification techniques like PART rule induction, RF, logistic regression, 

and Naïve Bayes to find the malnutrition condition.  

LIMITATIONS:  

• As seen in the previous paper RF algorithm has its limitation in real-time execution. 

• The method only predicts the malnutrition status of the child but how to overcome the problem remains a 

question. 

 

[3] METHODOLOGY: Four different techniques namely Naïve Bayes, Bayesian Network, Multi-Layer Perceptron, and 

Logistic Regression are being used.  

The prediction is done based on previously available data that is 539 samples with 10 different parameters.  

LIMITATIONS:  

• Only two types of anemia that is iron deficiency and vitamin deficiency anemia are being considered here. 

• The data set considered here is quite small. Hence the results are not reliable.  

• Sometime MLP technique may result in redundancy and inefficiency.  

 

[4] METHODOLOGY:  

This system uses a deep autoencoder network with an accuracy of 80%. 

LIMITATIONS:  

• The autoencoder network uses the images as input as it is a deep learning algorithm. 

 

[5] METHODOLOGY:  

The 2-Varogram algorithm programmed using the IDL language is used. 

 

LIMITATIONS:  

• The system only talks about the special analysis of the nutrition epidemiology and it gives only the distribution 

of a variety of data.  

 

III.PROPOSED WORK 

Essential nutrition is the most required element for the growth, survival, and development of a child. Both malnutrition 

and anemia are worldwide issues in the present life. The proposed system's major objective is to forecast the anemia and 

malnutrition condition in beneath 5 years olds. The system classifies children into wasted, underweight, stunted, and 

nutritional oedema statuses. We use parameters such as age, gender, height, weight, WAZ, WHZ, HAZ, etc.. classifiers 

used for malnutrition prediction of children. We use efficient classifiers such as Bayesian classifier, KNN classifier, or 

Random Forest classifier. We collect data sets from online sources such as "kaagle.com", "Dataworld.com" etc... We can 

develop this as an application useful for doctors. We use efficient technologies such as "visual studio" and "SQL server" 

for application development.  

 

A. PARAMETER LIST 
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B. METHODOLOGY 

  

a. DATA MINING 

Data mining refers back to the method of studying data from numerous views and extracting convenient information 

from the processed data. Data mining is applied to n number of fields and used to solve real-world problems. Data mining 

supports many techniques.  

 

In the project we use "Data Mining Classification Rules" to process data and for prediction. 

b. CLASSIFICATION RULES (CLASSIFIERS) 

Classification facilitates categorizing every object in a group of data into one of the predetermined sets of classes, 

instances, otherwise additional groups. These techniques use mathematical strategies for problem-solving. 

Ex: Employee statuses in a company (leaves or stay) 

To forecast which working employees are most likely to leave the company in the future. 

Here we use either "Naive Bayes" or "KNN" or "Decision tree" classifier to process previous data and for prediction. 

These specified algorithms are most efficient and take slighter time for processing the data. These algorithms work well 

and good for n number of parameters. 

 
 

NAIVE BAYES ALGORITHM 

Step 1: Examine datasets (storage servers) 

Retrieving essential data for mining from various servers such as excel sheets, clouds, databases, etc. 

Step 2: Compute the probabilities of every attribute value. [n, n_c, m, p] 

In this, for each attribute calculate the probability of incedence using the subsequent formula. (mentioned in step 3). For 

each class(i.e disease) apply the formulae. 

Step 3: Applying the formula 

P(attributevalue(ai)/subjectvaluevj)=(n_c + mp)/(n+m) 

Where: 

n = number of training examples  for  which  v = vj 

nc = number of training examples to whichv = vj and a = ai 

p = a priori estimationto P(aijvj) 

m = equivalent sample size 

Step 4: Multiplying probabilities by p 

 For every single class, more than one the consequences of every attribute with p and ending consequences are 

used for classification purpose. 

Step 5: Differentiate the values and characterize the characteristic values into one of the predetermined group of class 

values. 

 

KNN ALGORITHM 

The working of KNN is explained in the following steps: 

Step1: Choose the K value. 
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Step2: Compute Euclidean distance of K number of neighbors 

Step3: Extract K's nearest neighbors according to the computed Euclidean distance. 

Step 4: Out of those k neighbors, sum up the wide variety of data points in each class. 

Step5: Place new points to the class to which the range of the neighbor is most. 

Step6: Finally, the model is ready. 

 

C. EXPERIMENTS RESULTS 

 

a. MALNUTRITION PREDICTION - NAIVE BAYES ALGORITHM RESULTS 

 
 

b. ANEMIA PREDICTION - KNN ALGORITHM RESULTS 

 
 

CONCLUSION 

Essential nutrition is a required element for the survival, growth, and development of children. Malnutrition is a 

international issue in this era of lifestyles. The proposed system's major objective is forecasting malnutrition and anemia 

conditions of a child below five years of age. The system classifies children into nutritional oedema, stunted underweight, 

wasted statuses. We use parameters such as age, gender, height, weight, WAZ, HAZ, WHZ, etc... Classifiers used for 

malnutrition prediction of children. The system also predicts anemia and suggests suitable dietary recommendations for 

the users. The system is a real-time application useful for the medical sector.  

 

FUTURE ENHANCEMENTS 

Additionally, more algorithms can be used and can compare the algorithms to identify the efficient algorithm. More 

training datasets can be used for prediction. 
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