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Abstract: Covid-19 (Coronavirus Disease) is an infectious disease caused by a group of viruses named Coronavirus. It 

primarily affects the lungs of a person. With millions of death across the globe due to this virus, it is necessary to create 

a system that predicts whether a person is infected with the virus. The use of statistical and machine learning algorithms 

can be used for the early prediction of the disease. In this paper, a Deep Convolutional Neural Network(DCNN) has 

been used to predict whether a pair of lungs are infected with Covid-19 or Healthy or just Viral Pneumonia. Covid-19 

Radiography dataset has been used to develop the CNN model to predict the presence of the disease in the lungs. In 

pre-processing, initially, the image data were normalized and feature extraction was carried out for enhanced accuracy. 

Finally, data augmentation increases the number of images that improves the accuracy of the proposed model. This 

paper discusses the classification accuracy, precision, recall, f-score and AUC score which are used as evaluation 

metrics for the proposed DCNN model. The performance of the proposed DCNN is compared with that of two pre-

trained models: ResNet-50 and Inception-V3. The proposed model achieved a training accuracy of 98.86% and test 

accuracy of 94%. This project can help in the early prediction of the disease by using x-ray images of the lungs. 
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I. INTRODUCTION 

 

Covid-19 (Coronavirus Disease) is an infectious disease caused by a SARS-CoV-2 also known as coronavirus. With the 

latest outbreak of the virus, millions of people across the globe have been affected. According to WHO, in just about 

one and half years since the outbreak, around 165 million people have been infected with 3.4 million death[1]. With the 

ever-rising cases of this global pandemic, it is necessary for an early prediction of the disease. The virus primarily 

spreads through the air and thus affect the respiratory organs of a living being. There are various methods for testing the 

presence of the virus in the body. But since it first affects the lungs of the patient, a chest radiograph can help diagnose 

the disease. With cases of infection of the virus still rising, it becomes imperative that alternate methods of diagnosis be 

implemented for early prediction of the disease.  

Machine learning and deep learning algorithms can be used for the early prediction of the disease. The purpose of this 

project is to implement one such technique to predict whether a patient has covid-19 or not. The literature review 

presents the method used for the said prediction. A dataset containing chest radiographical images have been used for 

the development of a deep learning model. Since a convolutional neural network(CNN) provides commonly used to 

analyse images, a convolutional neural network is developed in the project. The model is evaluated for its accuracy of 

prediction, loss, precision, recall, f-score and AUC-score. Two pre-trained CNN models: ResNet-50 and Inception-V3 

are also used to compare the performance of the proposed model. The performance of the models is compared based on 

classification accuracy, loss, precision, recall, f-score and AUC-score. 

A compiling factor is that the dataset used for training the model is typically class unbalanced, with a majority of 

images belonging to the normal class and a few belonging to the covid-19 class and viral pneumonia class. Therefore 

only the classification accuracy of the model is not enough to correctly evaluate the model. Other classification metrics 

thus used in the project for evaluating the  

CNN model. These include the ROC value, precision and recall of each class of the dataset. F-score is also calculated 

for the model. These metrics are compared and the findings are presented in the paper. This paper thus presents the 

model exclusively developed for covid-19 prediction and the classification metrics used for the performance of the 

model. 

This is an end-to-end deep learning project. The model developed was deployed to be used for early diagnosis of the 

disease using x-ray images. The findings of this project should allow future researchers to choose deep learning 

algorithms as an effective way of diagnosis the disease. 

The rest of the paper is represented in the five sections. They are as follows: Section 2 represents the literature review. 

The theory is described in section 3. The methodology of the project is presented in section 4. Section 5 represents 

results and discussions and conclusions along with future works presented in section 6. 

A. Related Works 

Several studies have shown the use of deep learning and CNN for the prediction of covid-19 and its diagnosis. 
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Shaoqing Ren et al.[5] have presented a faster RCNN for real-time object detection with region proposal networks. 

They have presented RPNs (Region proposal networks) for efficient and accurate region proposal generation. They 

achieved a nearly cost-free region proposal step by sharing convolutional features with the downstream detection 

network. Their object detection system, called Faster R-CNN, is composed of two modules. The first module is a deep 

fully convolutional network that proposes regions, and the second module is the Fast R-CNN detector that uses the 

proposed regions. Their method enabled a unified, deep-learning-based object detection system to run at near-real-time 

frame rates. The learned RPN also improves region proposal quality and thus the overall object detection accuracy.  

 

Ross Girshick[6] in his paper, proposed a fast Region-based convolutional network(Fast R-CNN) for object detection. 

He proposed a new training algorithm that fixes the disadvantages of R-CNN and SPPnet, while improving their speed 

and accuracy. His experiments use three pre-trained ImageNet models. The first is the CaffeNet (essentially AlexNet) 

from R-CNN. The second network is VGG CNN is used. The final network used is the very deep VGG16 model.  

 

Kaiming He[7] in their research have presented Mask R-CNN architecture. They have set hyperparameters following 

existing Fast/Faster R-CNN work. They performed a thorough comparison of Mask R-CNN to the state of the art along 

with comprehensive ablation experiments. They have used the COCO dataset for all experiments. 

 

Zhaowei Cai et al.[8] in their paper have proposed a multi-stage object detection framework, the Cascade R-CNN, for 

the design of high-quality object detectors. They have designed this architecture to avoid the problems of overfitting at 

training and quality mismatch at inference. The solid and consistent detection improvements of the Cascade R-CNN on 

the challenging COCO and the popular PASCAL VOC datasets suggest the modelling and understanding of various 

concurring factors are required to advance object detection. The Cascade R-CNN was shown to apply to many object 

detection architectures. The authors believe that it can be useful to many future object detection research efforts. 

 

Joseph Paul Cohen et al.[9] used chest xray14 image dataset which contains chest x-rays of patients having covid-19 

and pneumonia. In their paper, they discuss the dataset and analysed its content. They mentioned tools that can be 

developed for the prediction of covid-19 from the dataset. 

 

Kolla Bhanu Prakash et al.[10], in their paper have discussed various machine learning algorithms that can be applied 

for the prediction of covid-19. They have used Covid-19-India and Covid-19-Data to build ML models for the 

prediction. They have used various machine learning algorithms like SVM, KNN, MLP, decision tree, an ensemble of 

decision tree and other algorithms and have compared their accuracy. They have concluded that random forests have 

outperformed other algorithms with an accuracy of 96.66%. 

 

Luca Brunese et al.[11] have used KNN to analyse medical images of chest x-rays and predict the presence of covid-19 

and other diseases with similar pulmonary symptoms. They have divided the dataset before training into a training set 

containing 90% of the data. They obtained an average precision and recall of 0.965. They have also calculated the ROC 

score and f-measure.  

 

R. Sujath et al.[12], in their paper discussed the growing cases of covid-19 in India using the covid-19 dataset from 

Kaggle. They analysed the data and presented a visualization of the data. They built multilayer perceptron, linear 

regression and vector autoregression(VAR) models to predict the presence of covid-19 among patients. In the 

conclusion of their findings, they discussed that multilayer perceptron performed better than linear regression and VAR 

in predicting the disease based on the dataset used. 

 

Linda Wang et al.[13] have built a CNN model for the prediction of covid-19 from the COVIDx dataset including 

13,975 CXR images. The model they build is named Covid-Net. They compared the performance of the proposed 

model with ResNet-50 and VGG-19 models. According to their conclusion, Covid-Net performed better than the other 

two architecture. Their model achieved an accuracy of 93.3% on the COVIDx dataset. 

 

Xuehai He et al.[14] in their project have used CT scan images to develop deep learning methods for the prediction of 

covid-19. They have integrated self-supervised and transfer learning methods to achieve higher accuracy. Due to the 

public unavailability of the dataset for this purpose, they have made a publicly available dataset for the same purpose. 

Their COVID19-CT contains 349 CT scans for covid-19 positive samples. They have compared the performance of the 

different network and summarised the result. Their experimentation results have shown an F1 of 0.85 and AUC of 0.94. 

The above-related works indicate that the use of deep learning for the prediction of covid-19 using either chest x-ray or 

CT scans can be an efficient way of diagnosis. The models that the above authors have proposed have achieved 

accuracy to a great extent. Along with model accuracy, their models are also validated with precision, recall f-score and 
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AUC. This paper thus discusses the performance of another deep learning model developed for the covid-19 prediction 

that has achieved even higher accuracy along with higher AUC score, f-score, precision and recall. 

 

B. Theoretical Background 

1) Convolutional Neural Network: 

Convolutional Neural Network (CNN)[2] is a class of neural network in deep learning which is most commonly used 

for visual imagery analysis. They are also referred to as space invariant artificial neural networks or SIANN. It is based 

on the weight shared architecture of convolution kernels that slides through the input features to generate feature maps. 

CNN is a regularized version of MLP (Multilayer perceptron). CNNs are inspired by the biological processes of the 

neural connection of the visual cortex of animals.  [3] 

Architecture- The CNNs implements a mathematical operation known as convolution operation. Convolution neural 

networks are special types of neural network that uses the convolution function instead of matrix multiplication in their 

layers. 

The general architecture of a typical CNN consists of input layers, hidden layers and output layers. A typical CNN 

architecture consists of: 

• Convolution layers 

• Pooling layers 

• Fully connected layers 

• Dropout layers 

• Normalization layers 

• Activation functions 

• Receptive fields 

The hidden layers in a typical CNN include the convolution layers. The input in a CNN is a tensor of shape (number of 

inputs)*(input height)*(input width)*(colour channels). A feature map is generated after the convolution kernel or 

filters is convoluted over the input tensor. Each convolution layer processes input data for its receptive fields.[4] 

Receptive fields are the restricted are of the previous layer which is used for obtaining desired pixels. The convolution 

layers include various hyperparameters such as height and width of the filters, colour channels, strides, padding and 

dilation. The CNN is advantageous over traditional neural networks for computer vision is because of the convolution 

operation due to which the number of trainable parameters reduces. Using regularized weights over fewer parameters 

solves the problem of vanishing and exploding gradients. 

The computation of the output of a neuron in the convolution layer is shown in equation 1. 

𝑧𝑖𝑗𝑘 = 𝑏𝑘 + ∑ ∑ ∑ 𝑥𝑖′,𝑗′,𝑘′  . 𝑤𝑢,𝑣,𝑘′,𝑘                      (1)

𝑓𝑛′ −1

𝑘′=0

𝑓𝑤−1

𝑣=0

𝑓ℎ−1

𝑢=0

 

In equation 1, 𝑖′ = 𝑖 × sh + 𝑢 and  𝑗′ = 𝑗 × sw + 𝑣 . zi,j,k  is the output of the neuron located in row i, column j in the 

feature map k of the convolutional layer. 𝑥𝑖′ ,𝑗′,𝑘′  is the output of the neuron located in layer l-1.  𝑤𝑢,𝑣,𝑘′,𝑘 is the 

connection weight between any neuron in the feature map k of layer l. bk is the bias term for feature map k in layer l. sh 

and sw are the vertical and horizontal strides. fh  and fw are the height and width of the receptive fields and fn’ is the 

number of feature maps in the previous layer. 

The pooling layers in a CNN reduces the dimensions of the data to reduce the requirement of computational load, the 

usage of memory and the number of parameters thus limiting the risk of overfitting. A pooling neuron is connected to a 

limited number of neurons of the previous layers. The pooling neuron does not have any weights. There are two most 

common types of pooling layers: Average pooling and max pooling. The max-pooling takes the maximum value of 

each local cluster of neurons in the feature map while average pooling takes the average value.  

Dropout and normalization layers in a CNN prevents the risk of overfitting. Dropout layers are used to drop a few 

neurons from the previous layers to prevent overfitting. Dropout layers are used in both hidden and visible layers. 

Normalization of images makes it more robust to variations.  The most common normalization method used is batch-

normalization. This layer allows the neurons to learn more independently. They are added to standardise the inputs or 

outputs. Fully connected layers in a CNN are the same as that of a traditional neural network. They connect every 

neurone in the previous layer to every neuron on the following layer. 

The activation function in a neural network defines how the nodes of the output layer are transformed from the 

weighted sum of the input. Activation functions in a CNN are used in both hidden and output layers. The common 

activation function used in the hidden layers is rectified linear unit (ReLU), sigmoid. The most common activation 
function used in the hidden layers is ReLU. It is susceptible to a vanishing gradient. The ReLU function is calculated as 

shown in equation 2.     

𝑓(𝑧) = max(0, 𝑧)                      (2) 

https://ijarcce.com/


IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Vol. 10, Issue 10, October 2021 

DOI:   10.17148/IJARCCE.2021.101024 

©IJARCCE                  This work is licensed under a Creative Commons Attribution 4.0 International License                    127 

ISSN (O) 2278-1021, ISSN (P) 2319-5940 
 

 

 

Softmax layers are used as a probabilistic output of the nodes of the previous layers.  The output of a neuron in softmax 

layers depends upon the output of other neurons of the layer. The output of the softmax function will give the 

probability of each class in the target. 

The convolutional neural network has huge applications in the field of computer vision, though they require pre-

processing compared to other image classification algorithms. CNN has applications in image classification, image 

segmentation, image and video recognition and medical image analysis. 

Different classification metrics such as classification accuracy, precision, recall f-score and ROC values are used to 

evaluate the CNN model. The use of recall, precision and ROC values are used as the training data is a class 

imbalanced data. 

 

2) Accuracy: 

The classification accuracy is a measure of how well the classifier can correctly predict cases into their correct 

category. Accuracy can be calculated using the following equation: 

Accuracy = (
𝑇𝑃+𝑇𝑁

𝑃+𝑁
) × 100%                 (3) 

Equation 3 is used to calculate the accuracy using the sample cases where P and N represent the number of positive and 

negative samples and TP and TN represents the True Positive and True Negative values respectively. 

 

3) Precision: 

It is a measure of the number of true positives and true negatives. It is also known as confidence. It is a measure of the 

cost of false positive. It is useful for medical diagnosis since a false positive is not a desirable result. It is calculated 

using equation 4 

Precision = (
𝑇𝑃

𝑇𝑃+𝐹𝑃
) × 100%                (4) 

TP and FP represent the number of true positive and false-positive samples.  

 

4) Recall: 

The recall is the measure of the number of positive samples captured by positive predictions. It is also known as 

sensitivity. This is a desirable measure, especially in the medical field because of the number of observations that are 

correctly diagnosed. In this study it is more important to correctly identify the number of cases of covid-19 than the 

cases of healthy or viral pneumonia. It is calculated using equation 5 

Recall =  (
𝑇𝑃

𝑇𝑃+𝐹𝑁
) × 100%        (5) 

FN represents the number of false negatives. 

 

5) F-Score: 

Observing the value of only one of precision or recall will not provide the full picture. The f-score or f-measure is one 

way to summarize them, which is with the harmonic mean of precision and recall. It is calculated using equation 6 

fscore =  2 ×   (
𝑃𝑟𝑒𝑐𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
)              (6) 

This particular variant is called the f1 -score. It can be a better measure than accuracy on imbalanced binary 

classification datasets as it takes precision and recalls into account.  

 

6) AUC: 

AUC provides an aggregate measure of performance across all possible classification thresholds. Value of AUC ranges 

in value from 0 to 1. AUC is a desirable metric because it is scale-invariant and classification-threshold-invariant. It 

measures the ranking of the predictions rather than their absolute values. It also measures the prediction quality 

irrespective of what classification threshold is chosen. 

 

 

II. METHODOLOGY 

 

The methodology of the project is discussed in this section. The overview of the project methodology is presented in 

Fig 1. 
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Fig. 1. Methodology for the proposed project 

 

The details of the dataset, data pre-processing, proposed DCNN architecture and transfer learning is presented later in 

the section along with its implantation, training and deployment. 

 

C. The Dataset 

The dataset[15][16][17] used for this project contained 21,165 images. X-ray images of lungs with covid-19, viral 

pneumonia, lung opacity and healthy lungs are contained in the dataset. The dataset used for the training and 

development of the CNN model for covid-19 prediction had been pre-processed and contains 15,153 images of chest 

radiograph belonging to covid-19, viral pneumonia and healthy lungs. The images are of shape 299×299×3. Randomly 

selected samples of chest x-ray images belonging to the three classes are shown in Fig. 2. 

 

 
Fig. 2. Chest radiograph samples from the dataset belonging to 3 classes. 
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A complicating factor about the data is that it is a class imbalanced dataset. 67.3% of images in the dataset belongs to 

healthy lungs. 23.9% of images belong to covid-19 and only 8.9% of images belong to viral pneumonia. The 

percentage distribution of classes is shown in Fig. 3. 

 

 
Fig. 3. Percentage distribution of the classes in the dataset. 

 

The number of image samples of each class of the dataset is shown in figure 4. It can be seen that the number of 

samples diagnosed as ‘healthy lungs’ is 10,192 and is comparatively more than the other two classes. Due to this 

imbalanced dataset, only the classification accuracy of the model is not enough for the evaluation. Other classification 

metrics such as precision, recall, f-score, AUC have to be used to evaluate the performance of the predictive model. 

 

D. Data Preparation and Pre-processing 

The x-ray images in the dataset have a shape of 299×299×3. The shape of the images was changed to a size of 

150×150×3. The training set shape is (15153, 150, 150, 3). All the three colour spaces i.e. red, green, blue are kept the 

same for the training. The classes to be predicted are ‘Healthy Lungs’, ‘Covid-19’ and ‘Viral Pneumonia’ having 

10192, 3616 and 1345 number of samples respectively. The number of samples in each class is visualized in Fig. 3. The 

dataset is distributed in a ratio of 80%-20%. 80% of data i.e. 12,123 samples are used for training and 3,031 samples 

are used for testing purposes. A validation set having 1,818 samples is used to validate the training accuracy and loss. 

 

 
Fig. 4. Number image samples belonging to each class. 

 

 

E. Data Normalization 

Normalization of the training data is a crucial step in image processing. Normalization is necessary to make the data 

comparable across the entire record. Existing normalization techniques such as min-max normalization, z-score 

normalization and decimal scaling normalization are used predominantly. In this project, the image data are normalized 

by diving 255. The images in the training set have been converted to an array and normalized with range [0,1]. 

 

F. Data Augmentation 

Data Normalization is a strategy which is used to increase the size dataset by adding slightly modified images of the 

existing images. This artificially increased size of the dataset using various modified images from the existing images 

helps the model to protect from the problem of overfitting. Various operations such as zooming, flipping, shifting, etc. 
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are applied for augmentation of the data. In this project, different augmentation parameters are used on the image data 

to overcome the problem of overfitting. The augmentation parameters used on the training data is illustrated in Table I. 

 

TABLE I DATA AUGMENTATION PARAMETERS AND VALUES USED 

Data Augmentation 

Parameter 

Parameter Value 

Rotation_range 20 

Height_shift_range 0.2 

Width_shift_range 0.2 

Shear_range 0.2 

Zoom_range 0.2 

Vertical_flip True 

Horizontal_flip True 

 

G. The Deep Convolution Neural Network Architecture 

In this project, a convolutional neural network(CNN) architecture is constructed for covid-19 prediction. This model is 

constructed to predict one of the following three predictions: a) no infection (normal), b) viral pneumonia and c) covid-

19 infection. The CNN model developed for covid-19 prediction is implemented using Keras deep learning library’s 

sequential API [18]. The model contains 8 Convolution layers, 10 Batch Normalization layers,5 MaxPooling layers, 4 

Dropout layers and 3 fully connected layers. 

The CNN model consists of 1,331,779 parameters out of which 1,329,091 are trainable and 2,688 are non-trainable 

parameters. It is 32 layered architecture. The input shape of the model indicates that the chest x-ray images used for 

training are of shape 150×150×3 having all three additive colour spaces i.e. Red, green and blue. The output has a 

shape of 3 for the classification of 3 sample classes in the dataset. The small numbers of parameters of the model 

indicate that the proposed model is lightweight. 

The proposed architecture comprises a heterogeneous mix of convolution layers with a kernel size of 3×3 and pooling 

layers of pool size 2×2. A varied filter size for the dimensionality of the output space is used in different convolution 

layers of the architecture. This architectural diversity of the CNN architecture provides a strengthened feature detection 

from the input radiographical images and enhances the representational capacity of the task of covid-19 prediction. 

A visual representation of the proposed DCNN architecture is presented in Fig. 5. It is visible from the figure that the 

network architecture contains 32 layers including input and output layers. 

 

 
 

Fig. 5. Model architecture of the proposed DCNN. 

 

 

 

H. Model Training and implementation 
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80% of the data that is 12123 images have been used to train the model. 1,818 images are used as a validation set to 

keep a check on overfitting. The images used for training the model is of the shape 150×150×3. The model is compiled 

and trained using the TensorFlow backend and Keras deep learning library. 

The optimizer used for this model is Adam[19] which stands for adaptive moment optimizer. It is a combination of 

both momentum optimization and RMSProp optimizers. This optimizer keeps track of the exponentially decaying 

average of previous gradients and also keeps track of an exponentially decaying average of past squared gradients just 

like in momentum and RMSProp optimizers[20]. Adam works with the momentum of both first and second-order 

Adam includes bias corrections to the estimates of both the first-order moments (the momentum term) and the 

(uncentered) second-order moments to account for their initialization at the origin[21]. This optimizer is 

computationally costly but is very fast and converges to global minima very rapidly. 

The loss function used for evaluating the model and for the training of the parameters is categorical cross-entropy. It is 

also known as softmax loss. This function is a combination of cross-entropy loss and Softmax activation function. The 

use of this loss gives the prediction probability of each class. This loss function is used because of the multiclass 

classification problem of this project. The loss is implemented using Keras API’s SparseCategoricalCrossEntropy() 

method [22].  

A batch size of 64 is used to train the model. The model is trained for 100 epochs. A learning rate of 0.001 is used. 

Other hyperparameters used were factor=0.5 and patience =10. 321 samples are trained in each epoch. Accuracy, loss, 

precision, recall, f-score and AUC score of both training and validation sets are monitored during the model training. 

Tensor processing units(TPU) accelerators [23] is used to speed up the training of the model. GPU is used because of 

the large size of the training data containing 12,123 images each of shape 150×150×3. It minimized the time-to-

accuracy during training of the CNN model. 

 

I. Transfer Learning 

The two pre-trained CNN models used for the comparison of the performance of the proposed models are ResNet-50 

and Inception-V3.  

ResNet-50[24] is a variant of the ResNet model. The architecture of ResNet-50 is similar to a bottleneck structure. The 

ResNet-50 architecture consists of a total of 50 layers of which 48 are Convolution layers along with 1 MaxPool and 1 

Average Pool layer. It has 3.8 x 10^9 Floating points operations. The ResNet-50 model achieved a top-1 error rate of 

20.47 per cent and achieved a top-5 error rate of 5.25 per cent on the ImageNet validation set.  

Inception-V3 [25] is a variant of the Inception model. This model is 48 layers deep. The Inception-V3 architecture 

consists of about 23 million parameters. Inception-V3 reaches 21.2%, top-1 and 5.6% top-5 error for single crop 

evaluation on the ILSVR 2012 classification. In Inception-V3, various techniques have been suggested for network 

optimization such as factorized convolutions, regularization, dimension reduction and parallelized computations. These 

techniques have been used to loosen the constraints for easier model adaptation. 

 

J. Deployment 

This project is an end-to-end deep learning project to predict covid-19 using chest radiographs. The deployment is of 

the model is necessary to be used to predict the presence of the disease. 

The model is deployed through a web app on the Heroku server. Heroku is a platform as a service(PaaS). A flask API is 

created to be deployed on the Heroku cloud platform. This website[26] can be used for covid-19 prediction. 

 

 

III. RESULT AND DISCUSSION 

 

The performance of the proposed model in terms of classification accuracy, loss, precision, recall, f-score and AUC 

score is compared to that of ResNet-50 and Inception-V3. The classification accuracy achieved by ResNet-50, 

Inception-V3 and the proposed models is 98.92%, 97.67% and 98.86% respectively. All the classification metrics of the 

models over training and test are presented in table II and table III respectively. 

 

TABLE II PERFORMANCE TESTED ON THE TRAINING SET USING THE THREE MODELS 

Models Params(M) Accuracy(%) Precision(%) Recall(%) F-Score AUC 

ResNet-50 25.6 98.92 98.41 98.36 0.9842 0.9987 

Inception-V3 23.8 97.67 96.58 96.42 0.9649 0.9959 

Proposed Model 1.3 98.86 98.29 98.28 0.9828 0.99.91 

 

 

 

https://ijarcce.com/


IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Vol. 10, Issue 10, October 2021 

DOI:   10.17148/IJARCCE.2021.101024 

©IJARCCE                  This work is licensed under a Creative Commons Attribution 4.0 International License                    132 

ISSN (O) 2278-1021, ISSN (P) 2319-5940 
 

 

 

TABLE III PERFORMANCE TESTED ON THE TEST SET USING THE THREE MODELS 

Models Params(M) Accuracy(%) Precision(%) Recall(%) F-Score AUC 

ResNet-50 25.6 82.01 73.07 72.90 0.7290 0.8655 

Inception-V3 23.8 66.36 49.53 49.26 0.4938 0.7244 

Proposed Model 1.3 93.98 90.99 90.95 0.9096 0.9844 

 

The results from the above two tables show that the lightweight proposed model performs at par on the training set and 

works comparatively better on the test set than ResNet-50 and Inception-V3 models. All the classification metrics of 

the proposed model on the test set is better than the rest two models. The results from table III prove that the proposed 

model performed better on unseen data than ResNet-50 and Inception-V3. 

The proposed model is trained on the GPU for 100 epochs using a batch size of 64 and achieved a training accuracy of 

98.86% and a validation accuracy of 95.46%. Accuracy, loss, precision, recall, f-score and AUC of both training and 

validation sets are visualized in Fig. 6. 

 

 
Fig. 6. Comparison of performance of proposed DCNN on training and validation using classification accuracy, loss, 

AUC, precision, recall and f-score during 100 epochs of training. 

 

It is visible from figure 6, that both the training and validation metrics converge at the 100th epoch. It is clear from the 

accuracy and loss values of the training and validation set from figure 5 that the model does not overfit. The 

fluctuations in the accuracy and loss validation data is not a big problem since the model has the freedom of choosing 

ways to classify the training data.  

The precision, recall and f-score of the training and validation set converge at the 100th epochs which shows that the 

proposed model correctly identifies images in the class-imbalanced dataset and correctly classifies and unseen data into 

the desired classes. The AUC value of both sets converges at the 100th epoch as well. This proves that the proposed 

model’s prediction quality is excellent. 

The model achieved an accuracy of 94%  on the held-out test set which is a good measure. Table IV shows the 

confusion matrix of the trained model on the test set. 

 

TABLE IV CLASSIFICATION MATRIX OF THE MODEL ON THE TEST SET 

 Covid-19 Normal Viral Pneumonia 

Covid-19 612 13 0 

Normal 190 1524 16 

Viral Pneumonia 7 7 207 

 

The test set contains 1,730, 221 and 625 image samples belonging to Normal, Viral Pneumonia and Covid-19 classes 

respectively. Out of 1,730 samples of the Normal class, the model classified 1,524 samples correctly. Out of 221 

samples belonging to Viral Pneumonia, 207 samples have been correctly classified by the model and out of  
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625 covid-19 samples, 612 samples have been correctly classified by the model. In total, out of all 3,576 image 

samples, the proposed model correctly classified 2,343 samples which give an accuracy of 93.98% on the test set as 

mentioned above. The data used for training as well as testing the model is class unbalanced data with the majority of 

samples belonging to normal class. Due to this reason, the calculation of classification accuracy is not enough. Other 

classification metrics should be monitored as well. The AUC value achieved by the model is 0.9844 which is a good 

value.  

Since, this is a classification of diagnosis of a medical condition, the true negative and false positive cases should be 

taken care of. Precision, recall and f-score are also calculated for the test set.  

The model achieved an average precision value of 91%. The model achieved an average recall value of 91%. An 

average f-score of 91%  is achieved by the model. The average Precision value, average recall value and average F-

score is summarized in Table V. 

 

TABLE V SPECIFICITY, SENSITIVITY AND F-MEASURE OF THREE CLASSES 

 Specificity(%) Sensitivity(%) F-Score 

Covid-19 76 98 0.85 

Normal 99 88 0.93 

Viral 

Pneumonia 

93 94 0.93 

Weighted 

Average 

0.91 0.91 0.91 

 

It is evident from Table V that the precision of the normal class is the greatest 99% while the recall value of the  covid-

19 class is the largest 98% which is a desirable value for this data. The f-score is highest for the second and third 

classes. As mentioned above, the accuracy of the held-out test set is 93.98% which is a good value given that symptoms 

of covid-19 should exhibit certain clear patterns. 

 

A. Discussion: 

The results presented above show that the proposed model has a very good performance on the test set. The value of 

classification metrics presented in table 2 and table 3 shows that the proposed DCNN model has a higher chance 

between the nor and mal, viral pneumonia and covid-19 cases. The selection of appropriate optimizers and loss 

functions has resulted in higher values in the classification accuracy, precision, recall, AUC and f-score. The model 

performed better on unseen data than its pre trained counterparts. The use of GPU to train the model has decreased the 

training time. The model is very lightweight and achieved desirable accuracy. Better accuracy of the model can be 

achieved using more training images. The enhanced sensitivity and specificity of the model will enhance clinical 

diagnosis and prognosis. More data and better pre-processing can be used in future to increase the performance of the 

model. The project can be accessed at [26]. 

 

 

IV. CONCLUSION 

 

In this paper, a deep convolutional neural network architecture is proposed for covid-19 prediction which is developed 

using TensorFlow backend and Keras deep learning library. The CNN architecture is lightweight and contains 32 layers 

and 1.3 million parameters. It is trained on 80% of 15,153 images of chest radiographs.  

The effectiveness of the model is evaluated based on classification accuracy, sensitivity, specificity and f-measure and 

AUC score. The model achieved a staggering accuracy of 98.86%. The model also achieved a precision of 98.29%, a 

recall of 98.28% and an f-score of 0.98 during training. Along with this the model also achieved an AUC of 99.91. The 

precision, recall and f-score value of all three classes have been presented in the paper. A comparison of the accuracy 

of the training and validation and test set is presented. The model achieved a satisfying result in this multiclass 

classification problem.  

The performance of the proposed DCNN model is presented in the paper concerning ResNet-50 and Inception-V3 on 

classification accuracy, recall, precision, f-score and AUC score. The proposed showed better performance on unseen 

data than ResNet-50 and Inception-V3. 

The project has significant value in the field of covid-19 prediction and diagnosis. Further, the deployment of the model 

can help in the ease of use for clinical diagnosis. The results shown above will allow understanding and can help further 

research in this field. The use of deep learning for the diagnosis of the disease can decrease the use of other techniques 

for the covid-19 test such as RT-PCR tests and can speed up the process of diagnosis. The automated prediction using 

deep learning models can reduce human intervention and thus can reduce the spread of covid-19 infection. 
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