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Abstract: Opinions of the public and the sentiments originating thereby play a pivotal role in social procedures. 

Sentiment analysis deals with the resolution of the tone or polarity of the text- how positive or negative it is. When 

applied to news reports, it provides a wide range of applications. 

This study analyses news reports in real-time from reliable sources using a slightly modified Na¨ıve Bayes’ 

Algorithm. An article is fetched and then pre- processed to get rid of noisy words like English articles. After 

tokenization, the probability of each word being either positive or negative is determined. This is achieved by 

training a model using a dataset of brief news headlines, with their sentiment values labelled. The overall probability 

is summed using the well-known Bayes’ theorem, which gives the name to the algorithm.A slight modification is 

proposed to this algorithm by calculating sentiment value for the field ‘engineering,’ which separates or calculates how 

a particular report is related to engineering. Based on the relevance to engineering (defined herewith using the dataset), 

a system is developed that prompts the head of an organization or any competent authorities with the report through 

an email 

 

Keywords: text analysis, natural language processing (NLP), machine learning, text polarity, opinion mining, 

Na¨ıve Bayes’. 

I. INTRODUCTION 

 

Opinions are one of the highly influential factors for human social behaviour. Quite often,  one sees the world 

through the eyes of others.   An individual re- lies on the words of family and friends for decision-making. When 

scaled to the gargantuan world, people express scores of thoughts on various platforms. The internet quite boldly 

hoisted the jack for the freedom of speech, but in its wake, numerous outlooks and ideas have been accumulating 

by opinions, articles, re- views, tweets, microblogs, blogs, forums, and similar such spaces. It takes trivial efforts 

for a person to express estimations through comments on social media. And most significantly, the mirror of society, 

quite often described as the fourth pillar of democracy- the media also reports events through online news portals. 

These thoughts or reports can be subjected to the sentimental analysis. 

 

Sentiment analysis is a text mining challenge that deals with determining the opinion expressed by the author of a text. 

The most common approach to text sentiment analysis is detecting the value of features (words in the text)- positive 

or negative. 

 

Machine learning is employed for tone detection for the plethora of data avail- able on the internet. This study proposes 

a probabilistic Na¨ıve Bayes’ algorithm to determine the tone or the sentiment of the text. The sentiment can take 

one of these values: positive (1), negative(-1) or neutral (0). This machine-learning algorithm is applied to online news 

articles using natural language processing tech- niques (NLP). 

 

The Na¨ıve Bayes’ approach is applied to determine the probabilities of classes assigned to the text by using joint 

probabilities of words and classes. A class is a sentiment value, so we have two classes. Firstly, a model is trained to 

distinguish the text and prepare sentiment dictionaries for all the classified text data. These dictionaries store the value 

of the probability of that feature(word) belonging to that class. The test vector, in this case, is a new vectorized 

report. The proba- bility of whether that vector belongs to these classes is calculated separately for every class. All these 

probabilities make use of the mathematical Bayes’ theorem for calculation, hence the name. A relativistic comparison 

of probabilities for both classes gives the sentiment of the test data. The class with which the vector yields a higher 

probability value is declared to be its sentiment. 

 

A modification in the algorithm suggests a new class named ‘engineering’ par- allel to the existent classes: ‘positive’ 
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and ‘negative.’ The probability of whether the test vector belongs to this class is calculated. If this figure passes a pre-

decided threshold value, the head of an organization or any concerned authorities is given a prompt with this system 

using an email. The news articles for testing are selected from highly reliable news portals that directly report any 

event straight-forward. It means the language should essentially make minimal use of sarcasm or puns or any hidden 

implications. The machine is taught to process the text. This article is then processed using various techniques to 

make it suitable for analysis. This system uses Python and its libraries like nltk (natural language toolkit) and 

pan-das for providing some crucial functions. 

 

The dataset used is acquired from Kaggle. It is compiled online and consists of short headlines labelled positive 

or negative. 

 

This model finds a hindrance when it comes across sentences that have eu- phemisms or words with hidden 

implications. Sarcasm would be treated unchecked and taken literally since the model is probabilistic in nature. 

 

So, this study overall consists of the following steps: 

1. Data collection and pre-processing 

2. Data mining using Na¨ıve Bayes’ algorithm 

3. Result and its report using the developed system 

 

II.PROBLEM DEFINITION 

To propose an algorithm to classify the news reports fetched from online news portal into one of the sentiments: 

positive or negative. Further, check the relativity of the news article with the field engineering and report the same to 

the authorities if closely related. 

            A.Scope 

The algorithm calculates probability of class belonging for the test data. The sen- timent with higher probability becomes 

the overall sentiment of the news report. Further, the dataset for engineering field can be enriched for specified news 

article detection. Large dataset can improve accuracy for the sentiment detection. 

 

The degree of polarization of the text can also be determined. This can be done by introducing a scale for each class. 

The extent of positivity or negativity could possibly be judged on the basis of difference between the class probabili- 

ties. Higher the difference, higher the degree of polarization. For the engineering sentiment(class) the approach 

remains as mentioned with the threshold value. 

 

III.ALGORITHMS USED FOR SENTIMENT ANALYSIS 

A. Näıve  Bayes’  Algorithm 

It is an easy-to-build algorithm and proves efficient for large datasets too. It classifies the text based on probabilities. 

Na¨ıve implies the independence of oc- currence of a feature from occurrences of the other features, whereas the word 

Bayes’ suggests the use of the Bayes’ theorem. Bayes’ theorem determines the probability of a hypothesis with prior 

knowledge. It depends on conditional prob- ability. Initially, the dataset is arranged into frequency tables for each class. 

The classes are: positive and negative. For this, the dataset is preprocessed. Then the sentiment dictionaries are obtained 

for the given dataset that carries likelihood probabilities for the features. Finally, the Bayes’ theorem is used to calculate 

the posterior probability for the test data- news report in this case. The class with a higher Bayes’ probability 

becomes the sentiment of the article. With a slight modification, an additional class is introduced called ‘engineering’ 

for checking the relevance of the article to the field of engineering. The other steps take place parallelly and the 

probability obtained using the Bayes’ theorem is tested against a threshold value that determines the relevance. 

Along with sentiment analysis, the Na¨ıve Bayes’ classifier is used for real-time prediction, multiclass prediction, 

personalized recommendation systems. 

 

               B.Porters Stemmer Algorithm 

The process of reducing a word to its root(lemma) is known as stemming. Porters algorithm can be used for this 

purpose. It studies the features based on vowels and consonants to find a pattern and strip away the suffix or prefix. It 

is a significant aspect of normalization while setting up Information Retrieval (IR) systems. 
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IV.METHODOLOGY 

 

 A.Workflow 

Figure 1: Sentimental Analysis framework: Workflow 

A model is trained using datasets that have headlines labelled with sentiment values ‘positive’ or ‘negative’. These 

values can be referred to as classes. These headlines are segregated, into corresponding lists, after which they 

are processed to form sentence vectors in which every word in a headline is tested against every word in the 

complete its class. This commences the 
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algorithm. Dictionary of counts of occurrences is prepared for each class. And then the most crucial step of creation 

of sentiment dictionary takes place in which probability of each word belonging to its class is calculated and stored 

against that particular word. This essentially depends upon the count of occur- rences of that word. This implies 

the more the word is repeated throughout its class, the higher is its probability as compared to the other words in the 

same class. 

 

Now the above steps are identically repeated for the test dataset, in this case, the news report. Its features are vectorized, 

counted and dictionary of counts of occurrences is prepared.   For each class, a dictionary of probability for each 

word belonging to that class is prepared by using the values from the already existent dictionary of counts of 

occurrences. There might be some words in the article that could be completely foreign to both our classes to 

produce a zero probability. Laplace smoothing has been added to the original Na¨ıve Bayes approach to avoid the 

problem of zero probability that might nullify the entire probabilistic equation. The final probability is calculated taking 

into considerations all words (including repetitions) for each class dictionary. These probabilities could be extremely 

small but can still be relatively compared among classes. The class with higher probability is deemed to be the overall 

sentiment. 

 

In this algorithm, an important modification is made by creating another class having sentiment value ‘engineering’. 

This is done to check whether the article is related to the field engineering and the extent of relation. For this, two 

words: ‘engineering’ and ‘college’ are searched for initially. Only if the article contains these two, the further processes 

take place. 

 

Corresponding training dataset for engineering related articles has been pre- pared and would be processed in similar 

manner, but parallelly along with the other classes. In the final step we get Na¨ıve Bayes’ probability for each class. 

For this newly introduced class, there is no opposite class existing. In simple words, any relativistic comparison here 

is meaningless. So, a threshold probability is de- cided. If the test dataset gives probability higher than this 

probability, the text is considered to be related to engineering. an email consisting of this article is generated. 

 

B. Mathematical  Model 

This algorithm is based on Bayes’ theorem stated as follows: 

P (A| B) = 
P (B|A) ∗ P (A) 

                   P (B) 

 

 

 

(1) 

Let P be the set of positive articles, N be the set of negative articles, and E 

is the set of articles related to engineering. Let U be the universal set of all the 

reports. Let A be the test article. 

We represent the probability that A belongs to P as: 

P (P |A) 

 

, the probability that A belongs to N as: 

P (N |A) 

And the probability that A belongs to E as: 

P (E|A) 

As per Bayes’ theorem, these can be calculated as: 

P (P| A) = 
P (A|P ) ∗ P (P ) 

               (P (A)

 

 

 

 

 

 

 

 

 

 

(2) 

 

And, 

 

 

And, 

P (N | A) = 
P (A|N) ∗ P (N) 

                      P (A) 

 

P (E| A) = 
P (A|E) ∗ P (E) 

                      P (A) 

 

(3) 

 

 

(4) 

An important point to note is that we are doing the relativistic study be- tween equations 1 and 2 and a similar threshold 
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comparison after finding resolving equation 3. 

Therefore, the denominators, being the same in all the equations, can be neglected. 

Now, find second terms in each of the above equations 1, 2, and 3. 

 

    
 

 

For the first terms in the numerator of the equations 1, 2 and 3, 

 
Where an are the features of A. Because the reports do not appear as it is in the dataset, but the words do.Similarly, 

the above values are obtained for N and E too. 

Similarly, the first terms in the numerators are calculated by substituting the values for corresponding sets. 

For every feature the probability that it belongs to any of the set is calculated as follows: 

 

         

 

 

 

 

Similarly, 
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C.Key Terms 

P(A/B) : probability of event A given event B is true P(B/A) : probability of event B given event A is true A: 

News Article 

U: Universal set of all articles P: Set of positive articles 

N: Set of negative articles 

E: Set of articles related to engineering n(P): Number of articles in P 

n(N): Number of articles in N n(E): Number of articles in E n(U): Total number of articles 

ai : feature of an article (word) 

Pth(E) : Engineering threshold probability. 

 

V.ALGORITHM 

1. Load the dataset in the data-frame training data1; 

2. pos docs1 = [] , neg docs1 = [], engg docs1 = []; 

3. for each sentiment, news in training dataset1 do: 

if sentiment == ‘positive’: pos docs1.append(sentence);else if sentiment == ‘negative’: 

neg docs1.append(sentence); 

 

Else: 

engg docs1.append(sentence); 

 

end if end for 

4. Vectorize the lists pos docs1, neg docs1 and engg docs1 and load to the data-frame pos vec1, neg 

vec1 and engg vec1 respectively; 

5. Count the frequency of features(words) from vectors for each list and store the feature and its occurrence 

as key- value in dictionaries freq pos1, freq neg1 and freq engg1; 

6. for feature, frequency in freq pos1: 

calculate the probability of occurrence for feature using formula (9); store the feature as key and probability as 

value in sentiment dictionary 

called ‘po’; 

end for; 

7. for feature, frequency in freq neg1: 

calculate the probability of occurrence for feature using formula (10); store the feature as key and probability as 

value in sentiment dictionary 

called ‘ne’; 

end for; 

8. for feature, frequency in freq engg1: 

calculate the probability of occurrence for feature using formula (11); store the feature as key and probability as 

value in sentiment dictionary 

called ‘eni’; 

end for; 

9. Fetch the news article from the website as ‘new sentence1’; 
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10. Tokenize new sentence1; 

11. for each feature in new sentence1: 

Calculate probability of containership of feature to the freq pos1 as new prob1 based on formula (8) and 

store in dictionary; 

Calculate probability of containership of feature to the freq neg1 as new prob2 based on formula (8) and 

store in dictionary; 

Calculate probability of containership of feature to the freq engg1 as new prob3 based on formula (8) and 

store in dictionary; 

end for; 

12. Calculate the final probability by taking products of all individual prob- ability calculated above and store 

as final prob pos1,  final prob neg1,  fi- nal prob engg1; 

13. If final prob pos1 > final prob neg1: Sentiment = positive; 

Else: 

Sentiment = negative; End if 

14. Print sentiment. 

15. If final prob engg1 > threshold prob: 

Print “The article is related to engineering”; Generate an email containing the article; Send it to the specified 

user id; 

Else: 

Print “The article is not related to engineering”; 

End if End algorithm 

 

     VI.RESULT ANALYSIS 

 

Figure 2: Real time classification of an article: Result 

Number of articles have been fetched from the website inshorts.com and the first   article   is   chosen   for   

analysis.   In   the   above   image,   it   is clearly visible   that   the   probability   of   the   article   belonging   to   the   

neg- ative   class   is   higher   than   positive   class.   From   inspection   of   the   ini- tial words   such   as   ‘died’   

and   ‘flooding’,   the   negativity   of   the   news   ar- ticle is evident. Therefore, it is rightly classified as a negative 

article. 
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Figure 3: Checking relevancy with energy and generating email: Result 

 

A line of an article saying ‘Sppu to provide world-class engineering education with new syllabus to all the affiliated 

colleges’ is visible. It is clearly related to engineering and from inspection it appears positive. The same result is 

reflected by our model and hence an email is sent to a specified email id. 

 

VII. CONCLUSION 

News articles retrieved from the online portal are classified as positive or negative and checked for consistency in the 

class engineering. The Na¨ıve Bayes Classifier algorithm predicts the probability of which class, whether positive or 

negative, does the test data belongs.   It is done based on the training datasets, hence enriching the dataset with more and 

more sample data increases the algo- rithm’s efficiency. The aspects that the model struggles to deal with are satire and 

parody. According to the observations, the proposed model is around 75 percent accurate, with the current pool of 3000 

training news reports. The precision will enhance with the enrichment of the dataset. 

The introduced modification detects the articles related to engineering or could be in the interest of an organization 

(here Pune Institute of Computer Technology), and authority is alerted in the form of an automatically generated 

email. 
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