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Abstract:  The thyroid gland produces thyroid hormones levothyroxine (abbreviated T4) and triiodothyronine 

(abbreviated T3). These hormones play an important role in protein synthesis, body temperature regulation, and total 

energy generation and regulation. Many disorders affect the thyroid gland, some of which are very frequent, such as 

hypothyroidism and hyperthyroidism. Thyroid disorders (TD) impact 42 million individuals in India, with 

hypothyroidism being the most common, affecting one in every ten adults. According to a study report published in the 

journal Lancet in February 20221 type 1 diabetes among people under the age of 25 accounted for at least 73.7% of the 

overall 16,300 diabetes fatalities in this age group in 2019. This is even though this illness is largely treatable. To 

reduce such TD, early detection of the disease is essential. A fast, accurate, and interpretable machine learning model is 

a research subject. Fewer features reduce the computational effort and improve interpretation. A 3-Stage hybrid feature 

selection approach and several classification models are evaluated on the TD dataset obtained from the kaggle.com 

website with 29 features and one outcome variable. Stage-1 uses a Genetic Algorithm and Logistic Regression 

Architecture for Feature Selection and selects 13 features well correlated with the class but not among themselves. 

Stage-2 utilizes the same Genetic Algorithm and Logistic Regression Architecture for Feature Selection to select 11 

features. In Stage-3, Logistic Regression (LR), Naïve Bayes (NB), Support Vector Machine (SVM), Extra Trees (ET), 

Random Forest (RF), and Gradient Boosting (GDB) are used with the 11 features to identify patients with or without 

TD. Data splitting, several metrics, and statistical tests are used, along with 10-fold cross-validation, to do a 

comparative analysis. LR, NB, SVM, ET, RF, and GDB demonstrate improvement across performance measures by 

reducing the number of features to 11. When compared to prior research, many performance metrics such as accuracy, 

sensitivity, specificity, f-measure, AUC values, and kappa statistics showed superior outcomes with fewer features. 

Finally, with 100% classification results, the proposed ensemble model demonstrated its worth. The output findings 

were compared to those of previous research on the same dataset, and the proposed model was determined to be the 

most successful across all performance dimensions. 

1. https://www.downtoearth.org.in/news/health/1-in-10-indians-have-hypothyroidism-61693 
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1. INTRODUCTION 

 

According to the study[1], one in every 38000 people worldwide has continuous congenital hypothyroidism. TD affects 

approximately 42 million people worldwide, with the majority living in low-income countries such as India. This ratio 

appears to be more common among Indians in Mumbai, where it is one in 2640. Over 25,000 hospitals worldwide are 

already collecting patient data in various formats. TD is common in today's world, and it frequently results in serious 

damage to life and the body. 

The thyroid is a large gland that resembles a butterfly in form. It is located in the bottom portion of the neck and aids in 

body metabolic management [2]. Thyroid hormones levothyroxine (abbreviated T4) and triiodothyronine (abbreviated 

T3) are produced by this gland [3, 4]. These hormones play an important role in protein synthesis, body temperature 

regulation, and total energy generation and regulation [5, 6]. Many disorders affect the thyroid gland, some of which are 

very frequent, such as hypothyroidism and hyperthyroidism [4]. Hypothyroidism is caused by a lack of thyroid 

hormone secretion, whereas hyperthyroidism is caused by an excess of thyroid hormone secretion [3,7]. The first 

instance is hypothyroidism, which is characterized by a deficit or underproduction of thyroid hormones. The symptoms 

of this condition include weight gain, swelling in the front of the neck, and a low pulse rate, whereas hyperthyroidism 
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refers to the thyroid gland producing an excessive amount of thyroid hormone, resulting in elevated blood pressure and 

pulse rate while having a lower body weight [7, 8]. Blood tests, which may detect TSH, T3, and T4 levels, are a typical 

way of identifying thyroid problems [9, 10]. In the medical field, the health care industry generates a vast amount of 

complicated data that is difficult to handle [6]. A variety of machine learning algorithms have lately been applied to 

investigate and detect various sorts of illnesses. Classical analysis and statistical assessments are two traditional 

approaches for clinical and medical studies. Researchers employ a variety of classification approaches, including 

Bayesian networks (BN), SVM, Artificial neural networks(ANN), DT, NB, K-Nearest Neighbour (KNN), and many 

more [10–13]. Doctors typically interpret a patient’s present diagnostic test results to diagnose TD. The diagnosis 

becomes difficult when the outcomes of tests conflict with each other. In the absence of any known risk factors, the 

diagnosis is especially challenging, and consistency of results among doctors is difficult to achieve. Human 

determination of the risks, or a diagnosis of TD based on risk factors, is difficult[14]. 

Given our improved ability to collect, store, and interpret data to reveal patterns and provide insights, the machine-

learning technique is advantageous in this case. Machine-learning approaches have the potential to detect risks early in 

the course of TD. Any error in disease prediction can be disastrous, and Type II errors are particularly severe. In 

addition to accuracy, other performance indicators such as consistency, sensitivity, and specificity are important in such 

research. Several machine-learning techniques used to predict disease in general, and TD in particular, falls short of 

these additional performance criteria.  

This research work presents a multi-stage method to TD diagnosis that combines feature selection with machine 

learning approaches for increased prediction reliability and accuracy. It is compared against many cutting-edge 

machine-learning classifiers (LR, NB, DT, SVM with Radial Basis Function kernel, and RF) as well as earlier research 

on the same data set. We base the comparison on many performance measures and statistical tests (accuracy, sensitivity, 

specificity, ROC, AUC, Kappa statistic) on 50–50 %, 66–34 %, 80–20 %, and 10-fold cross-validation splits of training 

and testing data. The goal is to find answers to the following research questions: 

Research Question 1: Is the proposed multi-stage technique for TD prediction recommended? 

Research Question 2: Does the suggested strategy fulfil the extra criterion of Sensitivity, Specificity, F-Measure, ROC-

AUC and Kappa Statistics? 

Research Question 3: Is the suggested approach consistent and statistically significant throughout the dataset's various 

levels of Training and Testing splits? 

The flowchart and architectural design of the experimental design and model building is depicted in Figure 1, Figure 2 

and Figure 3. 

 

 
Fig.1. Hybrid Feature Selection and Classification Model 
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Fig.2. The Architecture for the Proposed System 

 

2.CHOICE OF DATA MINING MODELS 

 

This study investigated data-mining models, specifically LR, NB, SVM, ET, RF, and GDB, for assessment of the 

reasons of TD and accurate disease prediction. The algorithmic approach depicted in Figure 1 is explained in detail in 

Figure 3 below. 

 
Step 1: (Dataset Acquisition) All records from the TD dataset are collected and read. 

Step 2 : (Classify hypothyroid and no- hypothyroid without feature selection) 

Classification algorithms, namely LR, NB, SVM, RF, ET, and GDB are used 

to measure the classification accuracy of  the TD patients.

Step 3: (Selection of  relevant features) GA with LR is applied to get the relevant features.

Step 4 : (Classify hypothyroid and no- hypothyroid) Classification of  optimal feature subset 

using algorithms, such as LR, NB, SVM, RF, ET, and GDB and accuracy measured.

Step 5 : (Selection of  more relevant features) GA with LR is applied once again to get more 

relevant features.

Step 6 : (Classify hypothyroid and no- hypothyroid) Classification of  optimal feature subset 

using algorithms,such as LR, NB, SVM, RF, ET, and GDB and accuracy measured.

Step 7 : (Validation) The classifiers are trained using the validation set. A train- test partitioning 

and 10 - fold cross- validation technique are used for testing purposes.

Step 8 : (Performance parameter computation) Computation of  various correctness parameters

  namely accuracy, sensitivity, specificity, f 1- score, ROC- AUC, and Kappa score.

 

Fig.3. Hybrid Feature Selection and Classification Model Algorithm 

 

The purpose of feature selection is to identify feature combinations that results the best predictive model for early 

detection and progression of TD. A GA is used to choose one or more sets of features, and the LR method is used to 

create a prediction model. The algorithmic approach that integrated GA and LR to predict TD status is depicted in 

Figure 1. The GA output features are fed into LR, and the resulting variable sets are used by the GA to refine and select 

the optimal set of features. The next sections go through the criteria for selecting Data Mining Techniques 
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2.1 Logistic Regression (LR) 

The impact of numerous explanatory variables on a response variable may be studied simultaneously using LR. It 

returns the linear combination of factors that predicts the likelihood of an event, such as the occurrence of TD or the 

absence of TD. As a result, it calculates the contribution of a collection of attributes to a binary outcome. It is one of the 

most often used models, particularly in clinical practice[15], since it allows for the regression of dependent variables 

over a wide range of variables. Since the 1990s, it has seen a growth in its application in medical research. Its 

interpretation is simple, and it benefits in speedy decision-making. However, the issue with LR is that it has a 

propensity to produce over-fitted models[16]. 

 

2.2 Naive Bayes (NB) 

The NB algorithm calculates a series of probabilities by counting the frequency and value combinations of a given 

dataset[17]. It is known as a simple probabilistic classifier. The Bayes’ algorithm employs conditional probability to 

determine the probability of a randomly selected feature selected as a classifier on a particular category. NB assumes 

that any two randomly chosen features are statistically independent of each other, avoiding the problem from a large 

number of vectors in the Bayesian classifier [18]. This conditional presumption of independence seldom holds in real-

world applications; hence, the characterization of this algorithm as “naive.” The algorithmic rule, however, performs 

well and quickly learns numerous supervised classification problems[19]. The Bayes’ theorem is one of the most 

common classification techniques applied to small datasets due to its simplicity, robustness, and accuracy. The 

performance of the NB classifier with large datasets and datasets with complex attribute dependencies is poor.  

 

2.3 Support-Vector Machine (SVM) 

Vapnik created the SVM algorithm as a regulatory algorithm in 1995. The basis of this technique is to use exactness to 

generalize errors. This technique generates one 'hyperplane' and divides the data into classes to categorize the samples. 

SVM shows good results for multi-domain or binomial applications in a big data environment[18]. It performs faster 

after training[20]. However, this method is mathematically complicated and computationally expensive. A large dataset 

is likely to contain noise, and SVM yields poor results in such cases. This low performance is because SVM makes use 

of hyperplanes and support vectors that classify in higher-dimensional space. Studies have overcome this drawback by 

combining SVM with other machine-learning techniques. The efficiency of SVM lies in its use of the appropriate 

kernel function and fine-tuning [21].  

 

2.4 Random Forest (RF) 

RF, a supervised machine-learning algorithm, is a blended arrangement technique based on the statistical learning 

hypothesis [21, 22]. RF creates multiple DTs and combines them to give the best classification [21, 23]. To generate the 

individual classifiers, it uses either a bagging or random selection of features. It uses a classifier strategy, called the 

unweighted majority of class votes, to minimize errors. A large number of trees make an RF from the selected samples. 

Each tree votes and the most popular class get chosen as the outcome in a classification problem. The introduction of 

the right kind of randomness impacts the accuracy of RF. The generation of the tree with minimal depth has an 

advantage as it is independent of how prediction error is measured[24, 25] 

 

2.5 Extra Trees  

The 'Extra Trees' Classifier (ETC) is a random forest variant, also known as the 'Extremely Randomized Trees' 

Classifier. Unlike a random forest, the entire sample is used at each stage, and the decision boundary is chosen at 

random rather than based on the best results. In practice, the yield is equivalent to, if not better than, a conventional, 

random forest [26, 27].  It is a collection of decision trees that can be combined with other decision tree techniques such 

as bootstrap aggregation (bagging) and RF. The ET method creates a large number of un-pruned decision trees from the 

training dataset. Forecasts are generated in the case of regression by combining the forecasts of decision trees or, in the 

case of classification, by using the majority vote[14]. 

 

2.6 Gradient Boosting (GDB)  

GDB is a classification and regression machine learning algorithm. This builds a predictive model in the form of an 

ensemble of weak classifiers. The application of feature engineering or the direct implementation of boosting 

algorithms is two ways to improve the accuracy of classification procedures. Friedman [28] introduced the GDB 

method, which has since been widely used in a variety of clinical settings [29-31]. GDB is a non-parametric, supervised 

machine learning method. It approximates an indeterminate functional mapping from input explanatory variables to 

subsequent output variables. 

GDB requires three components: (a) an optimized loss feature, (b) a weak learner for prediction, and (c) an additive 

model to reduce loss functions by adding weak learners. 

GDB is a greedy algorithm that overfits a training dataset easily. Regularization approaches that penalize many parts of 
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the algorithm and often boost algorithm efficiency by decreasing overfitting [14] may be beneficial. 

 

3.PERFORMANCE METRICS 

 

The number of TD patients classified as thyroid patients is True Positive (TP). False Positive (FP) is the number of non-

thyroid patients classified as TD patients. True Negative (TN) is the number of patients that are classified as non-

thyroid patients without TD. False-negative (FN) is the number of patients classified as TD patients without TD. 

 

 
 

Fig.3. Confusion matrix, performance evaluation metrics and statistical tests 

 

3.1 Sensitivity 

The classification function in statistics is a statistical measure of the performance of a binary classification test. The 

proportion of true positives correctly identified as such is known as sensitivity as illustrated in Figure 3. It is also known 

as the true positive rate or, in some cases, the recall rate (e.g. the percentage of sick people who are correctly identified 

as having the condition).[25,32] 

3.2 Specificity 

It (also known as the true negative rate as shown in Figure 3) is a metric that quantifies the percentage of negatives that 

are accurately classified(e.g. the percentage of healthy people who are correctly identified as not having the condition). 

The ideas of type I and type II errors are strongly connected to these two measurements.[18, 25, 32] 

3.3 F- Measure 

It is critical is defined as the weighted harmonic mean of accuracy and recall. It is critical to compute the F-score 

because this is a statistic of averages, the best F-score was chosen. Overtraining was avoided at all costs because it 

might have a detrimental effect on some algorithms. Overtraining is indicated if the training is more accurate than the 

forecast. A model is deemed excellent if its value is one or it has a low false positive or false negative rate, but a value 

of 0 indicates poor performance[25]. The F1-score equation is shown in Figure 3. 

3.4 Kappa Test 

Calculating kappa is used to evaluate validity in terms of sensitivity, specificity, and reliability. Kappa can be used to 

calculate agreement between two raters (expert analysis and data mining techniques analysis) when classifying the same 

set of instances. Cohen's kappa defines agreement as the ratio of the percentage of agreement minus the chance 

agreement to the highest feasible non-chance agreement. As a result, this metric considers classes that may coincide by 

chance. The percentage of matches in each class determines the probability agreement, which decreases as the number 

of classes’ increases. According to the preceding criteria, a kappa value of 1 indicates complete agreement, whereas a 

kappa value of 0 indicates agreement is no better than chance[18, 25, 32]. The equation to calculate kappa value is 

shown in equation (1) below. 

 

Kappa Test

where, Observed Agreement = %( Overall Accuracy)

Expected Agreement = (%( TP + FP)× %( TP + FN)) + (%( FN + TN)× %( FP + TN))

=
Observed Agreement - Expected Agreement

100 - Expected Agreement

 (1) 

 

3.5 Area under the curve (AUC)   

Receiver operating characteristic (ROC) is plotted between Sensitivity and (1-Specificity). The area under the curve 

(AUC) measures the degree to which the curve is up in the northwest corner[25, 32]. 
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4. DATASET DESCRIPTION 

 

The data set "Hypothyroid Disease Data Set" was gathered for this research work from 

https://www.kaggle.com/yasserhessein/thyroid-disease-data-set/version/1?select=hypothyroid.csv to investigate the 

working principle of the 3-Stage Hybrid Feature Selection methodology and several Classification Models. There were 

a total of 3772 individuals in the sample, with 3481 (92.3%) hypothyroid and 291 (7.7%) negative. Table 1 lists the 

features included in the dataset. 

 

Table.1. Description of the TD Dataset 

 

Sl. No. Variable Variable Description 

1 Age Integer 

2 Sex Male(1), Female(0) 

3 On thyroxine False(0), True(1) 

4 Query on thyroxine False(0), True(1) 

5 On antythyroid False(0), True(1) 

6 Sick False(0), True(1) 

7 Pregnant False(0), True(1) 

8 Thyroid surgery False(0), True(1) 

9 T131 treatment False(0), True(1) 

10 Query Hypothyroid False(0), True(1) 

11 Query Hyperthyroid False(0), True(1) 

12 Lithium False(0), True(1) 

13 Goiter False(0), True(1) 

14 Tumor False(0), True(1) 

15 Hypopitutory False(0), True(1) 

16 Psych False(0), True(1) 

17 Tsh measured False(0), True(1) 

18 TSH Real 

19 T3 measured False(0), True(1) 

20 T3 Real 

21 TT4 measured False(0), True(1) 

22 TT4 Real 

23 T4U measured False(0), True(1) 

24 T4U Real 

25 FTI Measured False(0), True(1) 

26 FTI Real 

27 TBG Measured False(0), True(1) 

28 TBG Real 

29 Referal source SVHC, other, SVI, STMW, 

SVHD 

30 Class negative, hypothyroid 

 

5. RESULTS AND DISCUSSION 

 

This research article addresses the following research questions: Which Data Mining Technique (DMT) is most 

effective in predicting disorders like thyroid disease? & Which DMT framework may help achieve the three criteria of 

consistency, sensitivity, and specificity? The authors evaluate the most common methodologies and investigate their 

ensemble to reach the maximum levels of accuracy, sensitivity, and specificity. Previous researchers have only 

concentrated on lowering variables to enhance prediction. However, this procedure leads to data loss. Thus, the authors 

suggest in this research a framework for applying data mining methodologies, measuring consistency with kappa 
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statistics, and improving specificity and sensitivity parameters with an ensemble learning approach. As a result, the 

methodology proposed in this research adds to the well-being of humanity by allowing for better disease prediction. 

As shown in Table 1, a 3-Stage Hybrid feature selection strategy and Classification models are assessed using the 

TD dataset collected from the kaggle.com website, which contains 29 features and one outcome variable. Stage-1 picks 

13 characteristics that are strongly connected with the class but not among themselves using a Genetic Algorithm and 

Logistic Regression Architecture, as shown in Table 2. Stage-2 selects 11 characteristics using the same Genetic 

Algorithm and Logistic Regression Architecture as shown in Table 3. 

 

Table.2. Thyroid  Dataset with 13 Features and 1 Target Variable 

 

Attributes 

age, on thyroxine, thyroid surgery, query hyperthyroid, lithium, tumor, psych, TSH measured, TSH, T3, T4U 

measured, FTI measured, TBG measured, binaryClass 

 

Table.3. Thyroid  Dataset with11 Features and 1 Target Variable 

 

Attributes 

age, on thyroxine, thyroid surgery, query hyperthyroid, tumor, psych, TSH measured, TSH, T3, T4U measured, FTI 

measured, binaryClass 

 

Table.4. Comparison of Accuracies with 27, 13 and 11 Features 

 

Train – Test Split Number of 

Features 

LR NB SVM ET RF GDB 

50-50 29 0.95 0.23 0.96 0.99 0.99 0.99 

13 0.95 0.36 0.96 0.99 0.99 0.99 

11 0.95 0.36 0.96 0.99 0.99 0.99 

66-34 29 0.96 0.22 0.97 1 0.99 1 

13 0.96 0.34 0.96 1 0.99 1 

11 0.96 0.34 0.97 1 0.99 1 

80-20 29 0.96 0.25 0.97 1 0.99 1 

13 0.96 0.38 0.96 1 1 1 

11 0.96 0.38 0.96 1 1 1 

10-fold Cross 

Validation 

29 0.96 0.27 0.97 0.99 0.99 0.99 

13 0.96 0.37 0.97 0.99 0.99 0.99 

11 0.96 0.38 0.97 0.99 0.99 0.99 

 

As shown in Table 4, several machine learning classifiers produced variable levels of accuracy. Five classifiers, 

including LR, SVM, ET, RF, and GDB, performed extraordinarily well with close to 100% accuracy for a certain 

amount of attributes, namely 29, 13, and 11. RF, ET, and GDB classifiers quantified accuracy with the lowest value 

using 27 features and highest using 11 features. This produces highly optimistic results that reflect the model's actual 

predictive performance. The removal of redundant variables improved the classification accuracy of thyroid disease 

patients, but overall predicted accuracy may have shrunk. In this context, accuracy is not the best metric for assessing 

predictive performance; instead, specificity, sensitivity, f1-score, and kappa value are considered. 

 

Table.5. Comparison of Sensitivity with 29, 13 and 11 Features 

 

Train – Test Split Number of Features LR NB SVM ET RF GDB 

50-50 29 0.96 0.99 0.96 1 1 1 

13 0.95 0.99 0.96 1 1 1 

11 0.95 0.99 0.96 1 1 1 

66-34 29 0.96 0.98 0.97 1 1 1 

13 0.96 0.99 0.97 1 1 1 

11 0.96 0.99 0.97 1 1 1 

80-20 29 0.96 1 0.97 1 1 1 

13 0.96 0.98 0.97 1 1 1 
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11 0.96 0.98 0.97 1 1 1 

5       

10-fold Cross Validation 29 0.96 0.27 0.97 1 1 1 

13 0.96 0.37 0.97 1 1 1 

11 0.96 0.38 0.97 1 1 1 

 

Table.6. Comparison of Specificity with 29, 13 and 11 Features 

 

Train – Test Split Number of 

Features 

LR NB SVM ET RF GDB 

50-50 29 0.88 0.09 0.93 0.93 0.94 0.98 

13 0.92 0.11 0.92 0.92 0.94 0.95 

11 0.95 0.11 0.92 0.92 0.92 0.95 

66-34 29 0.91 0.08 0.93 0.97 0.95 0.98 

13 0.92 0.10 0.93 0.96 0.93 0.96 

11 0.92 0.10 0.93 0.96 0.91 0.96 

80-20 29 1 0.09 0.92 1 0.92 1 

13 0.91 0.10 0.94 0.97 0.95 0.97 

11 0.91 0.10 0.94 0.97 0.95 0.97 

10-fold Cross 

Validation 

29 0.96 0.98 0.97 1 1 1 

13 0.96 0.99 0.99 1 1 1 

11 0.96 0.99 0.99 1 1 1 

 

Tables 5, 6, 7, and 8 show the performance analysis for specificity, sensitivity, f1-score, and AUC values in 10 fold 

cross validations respectively. ET, RF, and GDB achieved 100 % sensitivity, specificity, and f1-score with 11 

characteristics using 10-fold cross-validation. Except for NB, all classifiers outperformed in terms of sensitivity, 

specificity, and f1-score for every combination of feature number and training-testing data split. 

 

Table.7. Comparison of  f1-score with 29, 13 and 11 Features 

 

Train – Test Split Number of Features LR NB SVM ET RF GDB 

50-50 29 0.97 0.28 0.98 1 1 1 

13 0.97 0.47 0.98 0.99 1 1 

11 0.97 0.47 0.98 0.99 0.99 1 

66-34 29 0.98 0.27 0.98 1 1 1 

13 0.98 0.45 0.98 1 1 1 

11 0.98 0.45 0.98 1 0.99 1 

80-20 29 0.98 0.32 0.98 1 1 1 

13 0.98 0.51 0.98 1 1 1 

11 0.98 0.50 0.98 1 1 1 

10-fold Cross Validation 29 0.96 0.42 0.97 1 1 1 

13 0.96 0.52 0.97 1 1 1 

11 0.96 0.53 0.97 1 1 1 

 

Table.8. Comparison of AUC Value with 29, 13 and 11 Features in 10-Fold Cross Validation 
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Table.9. Comparison of Kappa Statistic with 29, 13 and 11 Features 

 

Train – Test Split Number of Features LR NB SVM ET RF GDB 

50-50 29 0.57 0.03 0.66 0.94 0.94 0.96 

13 0.56 0.06 0.65 0.93 0.95 0.94 

11 0.56 0.06 0.65 0.94 0.92 0.94 

66-34 29 0.63 0.02 0.71 0.97 0.95 0.97 

13 0.63 0.05 0.70 0.96 0.94 0.96 

11 0.63 0.05 0.70 0.96 0.94 0.96 

80-20 29 0.64 0.03 0.73 0.98 0.95 0.98 

13 0.64 0.05 0.70 0.97 0.96 0.97 

11 0.64 0.05 0.70 0.97 0.96 0.96 

10-fold Cross Validation 29 0.66 0.03 0.76 0.96 0.96 0.98 

13 0.66 0.06 0.81 0.95 0.95 0.95 

11 0.66 0.06 0.80 0.95 0.95 0.95 

 

The ROC-AUC score, shown in Table 8, is a composite statistic used to compare the performance of different 

classifiers and has offered more clarity than accuracy, sensitivity, and specificity. The Kappa statistic calculates the rate 

of agreement between the expected and predicted outcomes, with values ranging from (1.0), (0.81-0.99), (0.61-0.80), 

(0.41-0.60), (0.21-0.40), (0.1-0.20) to (0) representing perfect, near-perfect, substantial, moderate, fair, slight, and close 

to chance agreements. Table 9 shows that all classifiers with 11 features and 10-fold cross validation verified the strong 

agreement in terms of kappa value. Overall, ET, RF and GDB provided the best accuracy, precision, and specificity 

with 11 features.  

 

Table.14. Comparison of Performance for Class as Target Variable 

 

Reference Methods 

and 

Accuracy 

Sensitivity Specificity F1-Measure Kappa 

Statistics 

AUC 

Banu, 2016[33] LDA: 0.999 0.996 × × × 0.997 

Tyagi,  Mehra & 

Saxena, 2018[34] 

KNN=0.99 

SVM==0.99 

DT=0.75  

 

× × × × × 

Singh, 2019[35] SVC:  0.992 

NBC: 0.19 

KNN: 0.993 

MPC: 0.993 

DCT: 0.997 

× × SVC: 0.9957  

NBC: 0.28 

KNN: 0.996 

MPC: 0.996 

DCT: 0.998 

× × 

Jamkhandikar & 

Priya, 2020[36] 

SVM =0.82 

Naïve 

Bayes=0.83 

KNN=0.85 

× × × × × 
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Çiçek & 

Kucukakcali, 

2020[37] 

0.922 1 × 0.959 × × 

Duggal & 

Shukla, 2020[38] 

NB: 0.74 

RF: 0.78 

SVM: 0.93 

× × × × × 

Shankar et al., 

2020[39] 

MKSVM: 

0.98 

0.987 0.96 × × × 

This Study 1 1 1 1 0.97 1 

 

Table 14 includes a full comparison of the proposed model with past research using Class as the sole target variable. In 

terms of all performance aspects, the suggested model outperforms the estimates of existing research studies. 

 

CONCLUSION 

 

In terms of accuracy, sensitivity, and specificity, various supervised machine learning algorithms produced varying 

outcomes. Because of asynchronous values of the test parameters, the relevance of the features varied with the 

methodologies, causing treatment of major disorders such as TD to suffer from insufficient testing, over-examination, 

or misunderstanding. This article developed an algorithm for searching for the appropriate attributes while maintaining 

high levels of accuracy. The dataset with large number of features was mined using GA-based iterations with a 

probabilistic disease prediction (using Logistic Regression - LR), proposing the set of attributes that improved the 

accuracy. LR outcomes like any statistical approach are skewed because apparent error rates may underestimate the real 

value since the model prefers to concentrate on the observed points. As a result, these points may incorrectly depict an 

optimistic view of the model's genuine accuracy. To address this issue the dataset with reduced number of features is 

recommended in the first step of iteration was exposed to the second round. This time, the features were decreased by 

more than half, although the accuracy remained the same. When compared to earlier experiments, the use of proven 

data mining techniques on the second dataset(with reduced features)  resulted in the best degree of accuracy. This 

research work pioneers a multi-stage, multi-step iterative technique to diagnose TD that may be applied to diagnose any 

disease. The phases and processes are carefully selected based on literature, constraints, and usefulness. However, 

because it is an iterative strategy, the time-bound stopping criterion may produce local optima unless the accuracy is 

near 100%. In such circumstances, the algorithm must be fine-tuned using various train-test splits. 

The ability of the proposed ensemble model to select the optimum possible ratio on the training dataset versus the 

testing dataset is one of its most essential aspects. The suggested model finds the best combination of both sets based on 

the stated ratio while also experimenting to discover an accurate rule using the ensemble approach. Test findings reveal 

that the proposed ensemble learning classification model is beneficial in enhancing performance metrics and 

classification accuracy when compared to its foundation learner and other independent learners stated in the literature. 

The following are some of the potential consequences of the current research study and the suggested framework. 

 

1. When TD is detected, it is typically followed by a range of normal medical tests performed in laboratories in the 

presence of specialists or doctors, or during hospitalization. However, this is typically a costly and time-consuming 

technique. This suggested model incorporates various features taken from daily lifestyles and a few medical test reports 

from laboratories in text or number format to predict diseases with improved accuracy. 

2. This suggested methodology is meant to help medical service providers or doctors give accurate TD diagnoses based 

on fewer precise and explanatory test results from patients. As a consequence, with the aid of this model, the primary 

consumer (i.e., medical practitioners or physicians) may forecast TD more quickly and precisely (especially in 

situations of clinical assumption) and efficiently identify the disease's risk level. This suggested model can function as 

an electronic doctor, allowing disease to be identified even when medical practitioners are not available. As a result, it 

has the potential to save lives while also lowering medical expenses substantially. 
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