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Abstract: House price forecasting is an important topic of real estate. Machine learning techniques are applied to 

analyze historical property transactions to discover useful models for house buyers and sellers. Revealed is the high 

discrepancy between house prices in the most expensive and most affordable suburbs in the area. Significant time and 

expertise are needed to customize the model for a specific problem. A significant way to reduce the complicated design 

is by using Automated Machine Learning that can intelligently optimize the best pipeline suitable for a problem or 

dataset. 
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I. INTRODUCTION 

 

Proposed system aims to make a machine learning model which could predict the real estate house prices. Respective 

chapter has in view of the content focusing on scope, motivation, objectives and selection of life cycle model of the 

projected system. It also states the actual problem definition which is to be solved using machine learning models. 

 

II. PROJECT PLANNING AND MANAGEMENT. 

 

Requirements analysis is a software engineering task that has bridged the gap between system level requirements 

engineering and software design requirement engineering activities resulting in the specification of software’s 

operational characteristics (functional, data, and behavioral), that indicates software’s interface with other system 

elements and establishes constraints that software must meet. Gathering of requirements related to the proposed system 

is done. Analysis is done by comparing these requirements with working and function provided by existing forum 

system. 

A] Feasibility Study: While considering the feasibility of any system, the system must meet its best performance 

by three sides i.e., technical, operational and economical feasibility. Feasibility should be considered in any 

organization since it helps in selection of best system for the job. It is necessary to evaluate the feasibility of the project 

at the early stages of software development. If project risk is great, the feasibility of product is reduced. A well- 

designed feasibility study should provide a description of the product or service, details of operation and working of 

system. 

B] Risk Analysis: Risk analysis and management are actions that help a software team to understand and manage 

uncertainty. A risk is a potential problem it might happen, or it may not. Risk is a uncertain event or condition that, if it 

occurs, has a positive or negative effect on a project’s objectives. Risk always involves two characteristics: uncertainty- 

the risk may or may not happen; that is, there are no 100 percent probable risk and loss- if the risk becomes a reality, 

unwanted consequences or losses will occur. When risks are analyzed, it is important to quantify the level of 

uncertainty and the degree of loss associated with each risk. 

 

III. SOFTWARE REQUIREMENTS SPECIFICATION. 

 

A] Product Features: 

• The interface of the application should be user friendly. 

• Accurately predict the house prices, which failing to predict can lead to the project failure. 

• The project should be easy-to-use for the end user. [1] 

B] Operating Environment: 

• Operating System: Windows/Linux/MacOS. 

• Software: Internet Browser. 

• Hardware: PC or Laptop, Server. 

C] Assumption: 

• Dataset Opted to work on should be outlier free with no blank values. 

• Machine learning model should not be over-fitted on the training data, which can reduce the precision of 
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machine learning model. 

 

IV. SYSTEM DESIGN 

 

Design is a meaningful engineering representation of something that is to be built. It can be traced to system 

requirements and at the same time assessed for quality against a set of predefined criteria for “good” design. Software 

design sits at the technical kernel of software engineering and is applied regardless of software process model that is 

used. Software design is the first of three technical activities-design, code generation and test that are required to build 

and verify the software. 

 

A] System Architecture: Figure below is Architecture of Proposed System shows actual working flow of proposed 

system. The architecture is quite easy to understand for a new user. Authentication and house price prediction are the 

two main modules of the architecture. Authentication uses API’s to authenticate the user and house price prediction 

uses the machine learning algorithm to predict prices. 

 

V. IMPLEMENTATION 

 

A] Algorithm: 

• Step 1: START 

• Step 2: User Login through Google. 

• Step 3: Authenticating and conforming credentials through API. 

• Step 4: User inputs required Information. 

• Step 5: The Information is then sent to the Backend. 

• Step 6: The Information obtained is processed by trained Machine Learning Model. 

• Step 7: The Model prepares an answer as output. 

• Step 8: Output is displayed to the User. 

• Step 9: STOP 

 

VI. RESULT 

 

After training the dataset on three different machine learning model the outcome that has been extracted is as follows, 

the linear regression model performed the best with the score of approximately 91%, followed by the lasso regression 

with an approximate score of 91%, lastly the decision tree score is almost 90% score when trained on a dataset. 

 

As the final decision to choose over these machine learning models the optimal choice had to be the linear regression 

model and hence, that is the reason of using the same in the proposed solution. Following figure shows Final Results of 

Machine Learning model algorithms. 

https://ijarcce.com/


IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 7.39Vol. 11, Issue 4, April 2022 

DOI:  10.17148/IJARCCE.2022.11424 

© IJARCCE               This work is licensed under a Creative Commons Attribution 4.0 International License                 126 

 
ISSN (O) 2278-1021, ISSN (P) 2319-5940  

 

VII. CONCLUSION 

 

In today’s real estate world, it has become tough to store such huge data and extract them for one’s own requirement. 

Also, the extracted data should be useful. The system makes optimal use of the Linear Regression Algorithm. The 

system makes use of such data in the most efficient way. The linear regression algorithm helps to fulfil customers by 

increasing the accuracy of estate choice and reducing the risk of investing in an estate. A lot of features 

that could be added to make the system more widely acceptable. One of the major future scopes is adding estate 

database of more cities which will provide the user to explore more estates and reach an accurate decision. More factors 

like recession that affect the house prices shall be added. In-depth details of every property will be added to provide 

ample details of a desired estate. This will help the system to run on a larger level. 
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