
IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 7.39Vol. 11, Issue 4, April 2022 

DOI:  10.17148/IJARCCE.2022.114119 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 675 

 
ISSN (O) 2278-1021, ISSN (P) 2319-5940  

Deep Learning Based Image Extraction 
 

Krupa K S1, Gaganakumari M2, Kavana S R3, Meghana R4, Varshana R5 

1Assistant Professor, Department of Information Science and Engineering, Global Academy of Technology, Bengaluru 

2,3,4,5Student, Department of Information Science and Engineering, Global Academy of Technology, Bengaluru 

 

Abstract:  Enhancements in computing and media sciences, along with the evolution of Web, has resulted in a growth in 

the number of picture database and compilations, such as diagnostic images, e - library, and art gallery, which hold 

thousands of pictures. Conventional image extraction approaches like Text Driven Image Extraction and Histogram 

Analysis may take a long time to acquire the required photos from such a large collection. It's critical to create an efficient 

picture extraction technique that could manage such massive numbers of data at one go. The basic goal is to create a 

reliable tool which efficiently creates, implements, and reacts to data. An approach to develop an efficient image retrieval 

application that helps users to submit a query to the application and to obtain the image from a huge dataset. 

 

1. INTRODUCTION 

 

Retrieving of images is an approach of automatically listing pictures by retrieving low-level elements such as colors and 

shape, which are primarily used for image recognition. Measurement of similarities and feature depiction are indeed the 

two most significant contexts for implementation of Image retrieval task. Almost from a decade, the research in the field 

of image retrieval has been conducted by the various scholars. Although several ways has been offered, it is still one of 

the most difficult ongoing research based on images. The primary issue in retrieval of images is due to the discrepancy 

in the poor quality machine captured pixels and high resolution human sensing. Multimedia technology have advanced 

dramatically in the past couple of decades, resulting in the creation of massive collections of material such as digital 

photographs, music, and films. Finding suitable photographs from a large dataset  collection is still a difficult task. Image 

similarity is particularly significant in identifying images related to a given query image which is given as input. Image 

similarity is computed using lower-level image content representations. It uses a variety of image attributes, important 

among them are colour, texture, and shape. ML approach is suitable to handle such issue. Lately, advancement in ml 

techniques are done to solve this issue. DL is a main modeling technique. It brings out a collection of techniques to learn, 

aiming at indicating huge-resolution information retrieval strategies via dl techniques including a big amount of machine 

variables. In compared to conventional learning approaches, which frequently employ fixed frameworks, deep learning 

allows sophisticated design frameworks to be built as a humans mind and analyze data in several levels of processing and 

representations. 

 

II.LITERATURE SURVEY 

 

[1]. Multimedia academics have known for decades that the feature representation and similarity measurement have a 

substantial impact on the retrieving efficiency of a cbir. New machine learning approaches have made tremendous 

advances in recent years. Deep learning is a type of machine learning algorithm that attempts to create large generalization 

in information by leveraging dl approaches made up of numerous non-linear transforms. DL approaches enable a method 

to learn complicated computations which straight away translate sensitive data inputs to the outcomes by not depending 

on man-made attributes based on the understanding of the area by investigating dl approaches for learning attributes at 

various levels of abstraction through the data spontaneously. This paper uses convolutional neural networks methods for 

image retrieval. [2]. In this paper, CBIR performs a critical part, as it is a upcoming study topics   in the area of machine 

vision recently. Its primary duty, is to seek similar photos bottomed upon the provided query image, has gotten a lot of 

attention in recent research. To overcome these issues, we offer a CBIR approach for locating targets of absorption in 

document gatherings, where CNNs are utilised to gain the depiction of recovered image [3]. Feature extraction and similar 

measurement are the two most significant aspects of the CBIR program's implementation, and academics have been 

working on them for and over a long time. Numerous ways are presented, nonetheless these are still the very difficult 

problems in continuing cbir study, owing to the disparity among less resolution picture pixel collected through computers 

with extraordinary human sensors. DL approaches are used to resolve a CBIR feature of people compressed images in 

the proposed method. This paper uses  different categories of corel dataset. [4]. Deep learning method demonstrates its 

utmost performance to the extent possible and performs a smart retrieval of content from the data in progress. Deep 

learning is a type of soft computing phenomenon that allows for the extracting data from millions of separated images. 

Our suggested approach is based on Deep Learning methods, which encloses all data and learns the contents by isolating 

characteristics to the deep bottom. The database itself has its own data centre, which will have a limited number of 
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functions.[5].In the area of retrieving images, CBIR is a main study issue. The primary motive is the growing demand for 

solutions that can retrieve an image, or certain items within it, from vast data libraries accumulated over the last few years 

of modern society. The author proposed two approaches first approach  the author  used a pre-trained CNN as a feature 

extractor, taking into account feature maps of various sizes, to investigate the idea of generating a compact representation 

for quick image retrieval. The second approach, for extracting features and similarity estimation, two deep models (CNN-

based) were grouped inside a pre - trained models Siamese Convolutional (SCNN). 

[6]. As a result of its exceptional outcomes in both fields, deep learning is becoming increasingly popular. Researchers 

are beginning to investigate the difference in semantics among picture and texts as dl obtains outstanding outcomes in 

both the visionary and lingo domains. Picture-to-text retrieval, which uses a picture as a query to find related details in 

textual data, and simultaneously, is a kind of bidirectional image-text cross-modal retrieving. In this research, they address 

on deep-learning-based cross modal retrieving approaches for image-text contexts, that have already been presented in 

the recent period as several novel deep-learning-based methods have been suggested, which greatly enhance accuracy 

[7]. Similar photos will have to be obtained from a huge data set in reaction for the image query. This is referred to as 

CBIR. The general technique is to locate identical photos by analysing few of the picture attributes. Such attributes must, 

in theory, represent the photos' relevant data. As a result, elevated components are required, while reduced data such as 

input image and many are ineffective. In retrieving of similar photos, characteristics extracted from a well before system 

model using a deep-learning CNN architecture built for a big image categorization were employed in this paper.[8]. The 

very first step towards DIA is text data binarization, which refers to inferring the graphical prototype for objects with 

only two tones and can be extended to various information production methods that have been applied consecutively. 

While it is still being debated whether binarization is necessary,3 more than 90% of the recent DIA approaches reported 

at ICDAR and ICPR use binarization at some stage during the preparation Many heuristic techniques (global, local,4 and 

hybrid5) have been proposed to achieve binarization.[9]. Manuscript Segmentation Process and Identification is a field 

of study that deals with document analysis and recognition, with a concentration on scanned (imaged) texts Previously, 

the significant amount of research was concentrated on document retrieval, first with textual content and then with messy 

handwriting. In the early 1990s, successful applications were deployed in power equipment, particularly in the field of 

postal 

technology. Artificial Neural Networks (ANN) approaches have been intimately tied to the DIAR study topic. [10]. As 

the phrase goes, a similar picture retrieval system searches for pictures by pictures, inputs the photos to be recovered, 

then generates numerous pictures which are very identical. Tagging were initially used to build image retrieval systems. 

Its framework is based on information retrieval technique, and it explicitly assigns labels to the image's properties such 

as title, keyword, author, and more features. This research establishes a fresh strategy centred upon neural machine 

learning and local image synthesis. To tackle the issue of congestion layer attributes overlooking described attributes, 

local fusing features are employed as photo expression .Introduce proportional training to deep learning to restrict 

properties and resolve the issue of component compatibility. The classification method used in paper[11] is ResNet34, a 

well-known CNN design. ResNet has been effectively used as a core architecture in a variety of computing vision study 

projects, including classifying images, object recognition, and segmentation of images. The objective of this research is 

to see if features generated using a CNN model could be utilized as image extraction information, and if the model trained 

on a quality data set might be utilized on deteriorated data. The analysis revealed that convolution layer learn attributes 

that identify commonalities of images in the very same classification via numerous tests. In the representational space, 

this data is reduced to vectors which sustain clustering. Experiments also revealed that the suggested approach is 

susceptible to noise, which can't be totally eliminated with basic boosting techniques. 

[12]The huge number of image datasets as well as the lack of an effective text based image extraction techniques have 

prompted the search for an effective image retrieving mechanism centred  upon images information. This research 

reviewed the literature from the past years on numerous researches in the CBIR sector. This study also covered the phases 

of the CBIR architecture in general, as well as the latest strategies for closing the semantic gap. Lastly, this research 

focuses on numerous approaches which may aid in the development of an unique CBIR by highlighting few of the key 

essential aspects that affect CBIR performance. Developing an algorithm which achieves good retrieving accuracy while 

minimising computing cost. 

[13] The research has demonstrated the potential of attention model by proving that simply applying a comprehensive 

attention method may remove necessity conventional sequence based systems, and these designs are better in quality, 

completing this task, and require substantially fewer time for training. In this paper, they illustrate that the key principle 

of multi-modal learning is really the joint characteristic representation of picture and phrase, and they additionally apply 

a sampling approach that allows for fast computation and retrieving even on enormous datasets. Another important 

consideration for multimodal picture as well as text training is basically the necessity to retain the optical meaning 

position. 

Using DConvNet and PCA, paper [14] developed a constructive technique with sets of hamming distance. The authors 

create a CBIR deep feature method by developing large-scale cnn model to acquire effective image representations of 

images. In attempt to comprehend the features of representations, the authors presented a comprehensive series of 
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empirical studies for full testing of cnn models, using a variety of Content based image retrieval activities under various 

settings. The mAP and mAR of the proposed model are 85.23 and 88.53, respectively. The simulated results revealed that 

the suggested CBIR approach was more efficient due to the capture of more relevant data. 

In [15] the suggested approach is based on Deep techniques, where each and every data is constrained, and the elements 

are learned by dividing their characteristics to the bottom. By merging the characteristics of histogram equalization, edges, 

edges direction, edges histogram, and texture based, a multi feature picture retrieval approach is introduced. The content-

based image would be taken from a set of planned image groupings in this model. Its characteristics are retrieved and 

stored as tiny identity files after a little pre-processing operations such as selection elimination. The distance seen between 

various qualities are evaluated during the similarity test. 

III. LITERATURE  SUMMARY 

 

Paper 

No. 
Author 

Year of 

Publication 

Methodology/ Algorithms 

used 
Results obtained 

1 
Latika Pinjarkar, Manisha 

Sharma and Smita Selot 
2018 

-CNN 

1. Direct Representation 

2.Refining by similarity 

3.Refining by Model     

Retraining 

Image is retrieved by 

computing the feed 

forward based on 

matrix multiplication 

2 

Kelly L. Wiggers Alessandro 

L. Koerich, Laurent Heutte,  

Luiz Eduardo S. Oliveira and 

Alceu S. Britto Jr. 

2018 

-Selective search algorithm 

-Stocastic Gradient Descent 

algorithm 

-CNN model 

Pictures utilised to 

tune up the CNN was 

created by using the 

data segmentation 

methods 

3 

Padmashree desai, 

Arinjay Kamble 

,Anusha Kambli, , C.Sujatha 

and Jagadeesh pujari.  

2021 

-VGG16 

-SVM 

 

An accuracy of 92.8% 

was reported on the 

Tobacco dataset 

4 
R.Rani Saritha, Varghese 

Paul and P.Ganesh Kumar  
2018 -Deep Learning  

The accuracy for a 

compact data set 

having 1000 pictures 

is 98.6%. 

5 

Kelly Lais Wiggers, Alceu 

de Souza Britto Junior, 

Alessandro Lameiras 

Koerich, Laurent Heutte and 

Luiz Eduardo Soares de 

Oliveira 

2019 
-Approach based on CNN 

-Approach based on SCNN 

The presented 

approaches compares 

favourably in 

opposition to state of 

the art picture 

retrieving and spotting 

the pattern techniques. 

6 

Jianan Chen , Lu Zhang , 

Cong Bai and Kidiyo 

Kpalma 

2020 

-Cross model retrieval 

architecture 

-LSTM 

-RNN 

-CNN 

Image feature 

representations in 

latent space gives 

better accuracy. 

7 
Subhadip Maji  and  Smarajit 

Bose 
2020 -CNN 

Color cooccurrence 

matrices elements and 

MPEG-7 attributes are 

obtained. 

8 
Foteini Simistira, Liwicki 

and Marcus Liwicki 
2020 

-CNN 

-LSTM 

The models have been 

successfully applied in 

handwriting 

recognition, where the 

error was reduced 

from 35 % to 18 %. 

9 
Francesco Lombardi and 

Simone Marinai 
2020 

-DIAR 

-CNN 

-ANN 

The starting positions 

of textual lines in 

pictures using a testing 

set are discovered. 
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10 Yuhang Zhang 2020 -VGG16 model 

This paper's 

optimizing approach is 

successful and also 

can significantly 

enhance retrieving 

impact. 

11 
Yidan Li   and    Mingjie 

Wang 
2020 -CNN based hash algorithm 

The supervised 

hashing train dataset is 

made up of 5000 

photographs chosen at 

random from all of the 

other photographs 

excluding the testing 

photograph, with 200 

photographs for every 

kind of tag. 

12 

Dang Thanh Vu, Yu Gwang-

hyun, Nguyen Huy Toan , 

Vo Hoang Trong, Lee Ju-

hwan and Kim Jin-Young 

2020 -ResNet 

The categorization 

performance of the 

system was 88.73 

percent. 

13 

Ibtihaal M. Hameed, Sadiq 

H. Abdulhussain and 

Basheera M. Mahmmod 

2021 -CNN 

This is a compromise 

among the precision of 

the method and its 

computing cost. 

14 

Sumanth S. Rao,  · 

Shahid Ikram and  · 

Parashara Ramesh 

2021 
-Sophisticated attention 

mechanism 

This strategy, 

agglomerative 

grouping, produced 

the best results. 

15 Arshiya Simran et al 2021 -DL-CNN 

By acquiring better 

relevant pictures, the 

suggested CBIR 

approach was able to 

attain greater 

performance. 

 

IV. METHODOLOGY 

 

The progress in the field of deep learning  prompted us to investigate how learning methods could be used to retrieve 

images. 

 

 
Figure 1:Methodology 
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The aim is to build a system for retrieving the pictures from the huge databases when an image query is provided as input. 

The query image is processed to remove noise and enhance the quality of image to get the better results. By application 

of deep learning techniques image attributes like color, texture, shape are extracted from processed query image for 

similarity matching with the attributes of images from dataset. 

 

V.CONCLUSION 

 

The main goal is to implement a DL based approach to retrieve the images from the large datasets. It includes the 

processing of query image and extraction of features from query image to search the large image dataset. The effectiveness 

of this approach can be enhanced by trying the proposed methodology on different datasets and by pre-processing the 

input query image. 
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