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Abstract: Rapid advancements in digital data collecting techniques have resulted in massive data volumes. Unstructured 

or semi-structured data makes up more than 80% of today's data. Finding acceptable patterns and trends to interpret text 

documents from huge amounts of data is a major challenge. The process of extracting interesting and nontrivial patterns 

from large amounts of text documents is known as text mining. There are a variety of strategies and tools for mining text 

for useful information for future prediction and decision-making. The suitable and appropriate text mining technique is 

used to increase the speed and reduce the time and effort necessary to retrieve relevant data. Text mining techniques and 

their applications in various spheres of life are briefly discussed and analysed in this work. Furthermore, text mining 

difficulties that affect the accuracy and relevancy of results are identified. 
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I. INTRODUCTION 

          Every day, the size of data grows at an exponential rate. Electronic data storage is used by almost all types of 

institutions, organisations, and corporate industries. In the form of digital libraries, archives, and other textual material 

such as blogs, social media networks, and e-mails, a massive volume of text is streaming across the internet [1]. 

Determining appropriate patterns and trends to extract valuable knowledge from this vast volume of data is a difficult 

task [2]. Textual data is difficult to mine using traditional data mining methods since extracting information takes time 

and effort. Every day, the size of data grows at an exponential rate. Electronic data storage is used by almost all types of 

institutions, organisations, and corporate industries. In the form of digital libraries, archives, and other textual material 

such as blogs, social media networks, and e-mails, a massive volume of text is streaming across the internet [1]. 

Determining appropriate patterns and trends to extract valuable knowledge from this vast volume of data is a difficult 

task [2]. Textual data is difficult to mine using traditional data mining methods since extracting information takes time 

and effort. [5]. Text mining is used for opinion mining, feature extraction, sentiment, prediction, and trend analysis in 

domains such as search engines, customer relationship management systems, filter emails, product  text mining process 

are as follows: (Figure 2) Obtaining unstructured data from a variety of source 

 

 
                               Figure 1 shows the interplay of text mining with other fields [4]. 
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Available in a variety of file types, including plain text, web pages, and PDF files. Anomalies are detected and removed 

using pre-processing and cleansing techniques. The cleaning procedure ensures that the true essence of the text is 

captured, and it is used to remove stop words, stemming (the process of determining the root of a word), and indexing the 

data [7]. Automatic processing is used to audit and further clean the data set using processing and regulating procedures. 

Management Information System implements pattern analysis (MIS). The above-mentioned methods are utilised to 

extract meaningful and relevant data for quick and effective decision-making and trend analysis [8] 

 

 

 
                                                  Fig. 2. Text mining process [5] 

 

 

Extraction of useful information from a large number of documents is a time-consuming and exhausting operation. The 

assortment of The right text mining technique can cut down on the time and effort it takes to identify important patterns 

for analysis and decision-making. The goal of this research is to examine several text mining approaches that aid in 

performing text analytics from big amounts of data effectively and efficiently. The problems that develop throughout the 

text mining process are also identified. This paper is divided into several sections. Section II discusses previous work. 

Different text mining approaches are presented in section III. The application areas of text mining techniques are discussed 

in Section IV. Issues and challenges in the field of text mining are highlighted in section V. The outcomes are summarised 

in Section VI. 

 

II. REVIEW OF LITERATURE 

       

    Gathering, extracting, pre-processing, text modification, feature extraction, pattern selection, and evaluation are all 

processes in the text mining process, according to [5]. In addition, the application of various frequently used text mining 

techniques, such as clustering, classification, and decision tree categorization, in various domains is examined. [8] drew 

attention to the problems with text mining applications and approaches. They addressed how dealing with unstructured 

text is more difficult using typical mining tools and procedures than dealing with organised or tabular data. They 

demonstrated how text mining may be used in biology, corporate intelligence, and national security. Text mining 

difficulties have been decreased thanks to advances in natural language processing and entity recognition algorithms. 

However, there are several concerns that require care.  

          [9] integrated a framework for named entity recognition, text classification, hypothesis development and testing, 

relationship and synonym extraction, and extract abbreviations into the MEDLINE biomedical database. This new 

framework aids in the removal of irrelevant details and the extraction of useful data. [10] used text mining patterns to 

examine the text and found that term-based techniques fail to correctly analyse synonyms and polysemy. Furthermore, a 

prototype model was created for pattern specification in terms of weighting patterns based on their distribution. This 

method aids in improving the text mining process' efficiency. [11] described a text mining-based crime detection system 

that used a relation finding algorithm to associate terms with abbreviations. 

          [12] proposed a top-down and bottom-up strategy to text mining on the web. They use the k-mean clustering 

technique for bottom up partitioning to join related text documents. To find information about specific issues, the TF-IDF 

(Term Frequency- Inverse Document Frequency) algorithm was employed to find similarity within the document. [13] 

provided an overview of text mining applications, techniques, and difficulties. They talked about how papers can be 

structured, semi-structured, or unstructured, and how extracting relevant information is a time-consuming process. They 

presented a conceptual mining paradigm that may be viewed as text refinement and knowledge distillation processes. 

Depending on the domain, the intermediate form of entity representation mining is used. 

          [14] described novel and effective pattern discovery methods. They made use of the pattern of evolution and 

discovery. strategies for improving the efficiency of finding relevant and acceptable data To assess the effectiveness of 

the recommended technique, they used BM25 and vector support machine based filtering on data from the router corpus 

volume 1 and the text retrieval conference. [15] conducted a number of classification studies on text using multi-word 
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characteristics. They proposed a method for extracting multi-word characteristics from the data set that was done by hand. 

They divide text into linear and nonlinear polynomial forms in order to classify and extract multi-word text, which helps 

the extracted data be more successful. 

 

III. THE REFLECTIVE PROCESS 

        

  There are several text mining approaches that can be used to analyse text patterns and the mining process [16]. The Venn 

diagram illustrating the interrelationships among text mining approaches and their essential functionality is shown in 

Figure 3. Information retrieval (keyword search / querying and indexing), document clustering (clustering), natural 

language processing (spelling correction, lemmatization, grammatical parsing, and word sense disambiguation), 

information extraction (relationship extraction / link analysis), and web mining (web link analysis) are all examples of 

document classification [6].  

 

 

 
      Figure 3 shows the interrelationships between various text mining approaches and their       basic functions [6]. 

 

A. INFORMATION EXTRACTION 

          Information Extraction (IE) is a method for extracting useful data from enormous amounts of text. Domain 

specialists define domain-specific properties and relationships [17]. Specific characteristics and entities are extracted from 

the document using IE systems, and their relationships are established [18]. The extracted corpus is saved in a database 

to be processed later. To assess and evaluate the relevance of results on the extracted data, the precision and recall 

procedure is employed. To undertake the information extraction procedure and obtain more relevant results, in-depth and 

complete knowledge about the relevant field is necessary [19]. 

 

B. INFORMATION RETRIEVAL 

        The practise of collecting relevant and associated patterns based on a set of words is known as information retrieval 

(IR). or a phrase Text mining and information retrieval for textual data have a close relationship. Different algorithms are 

utilised in IR systems to track user behaviour and search relevant material accordingly [19]. Google and Yahoo search 

engines are increasingly adopting information retrieval systems to extract relevant documents based on a Web word.  

          To detect trends and produce more significant results, some search engines employ query-based algorithms. These 

search engines provide users with more relevant and relevant information that meets their needs [8]. 

 

C. NATURAL LANGUAGE PROCESSING 

     Natural language processing (NLP) is the process of automatically processing and analysing unstructured textual data. 

          It performs a variety of analyses, including Named Entity Recognition (NER) for abbreviation and synonym 

extraction to discover links between them [10]. NER extracts all instances of a particular object from a collection of 

documents. These entities and instances allow for the identification of relationships and other information in order to 
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achieve their core notion. This technique, on the other hand, lacks a complete dictionary list for all named things needed 

for identification [9], [10]. To achieve satisfactory results, complex query-based algorithms must be applied. A single 

entity in the actual world has multiple titles, such as TV and Television. A multi-word moniker is sometimes used to 

distinguish a series of consecutive words. Using classification techniques, you may define boundaries and address 

overlapping situation. Approaches to NER usually fall into one of four categories: lexical, rule, statistical, or a 

combination of these. The relevance level of NER systems has ranged from 75 to 85 percent.   The co-referencing 

approach is often used in NLP to extract synonyms and abbreviations from textual input. Natural Languages (NL) are 

complicated by the fact that text taken from various sources does not contain similar terms or abbreviations. 

          It is necessary to recognise such problems and establish standards for their consistent detection [21]. For example, 

NER and co-referencing techniques construct a logical relationship to extract and identify a person's position in an 

organisation (use a person's name once, then use pronoun instead of name repeatedly) [22]. 

 

D. CLUSTERING 

         Clustering is an unsupervised technique that uses several clustering algorithms to categorise text sources into groups. 

          Similar terms or patterns are clustered in clusters and extracted from various documents. Clustering is done in two 

ways: top-down and bottom-up. For the study of unstructured text, NLP employs a variety of mining tools and approaches. 

Hierarchical, distribution, density, centroid, and k-mean are some of the clustering strategies [22]. 

 

E. TEXT SUMMERIZATION                                                                                                                                                              

        The act of collecting and constructing short representations of original text materials is known as text summarization 

[23]. For summarising, pre-processing and processing processes are applied to the raw text. Pre-processing procedures 

include tokenization, stop word removal, and stemming. Lexicon lists are created during the text summarising processing 

stage. Automatic text summarising used to be done based on the presence of a specific word or phrase in a document. 

Additional text mining approaches were then used with the regular text mining procedure to improve the relevance and 

accuracy of the results [11]. The weighted heuristics approach extracts information from text documents by following 

certain rules. Text summerization can use properties including sentence length, fixed phrase, paragraph, thematic word, 

and upper case word identification. Text summarising techniques can be used simultaneously on numerous texts. The 

nature and theme of the text documents influence the quality and type of classifiers [24]. 

 

IV. APPLICATIONS OF TEXT MINNING 

 

A. DIGITAL LIBRARIES 

           To find patterns and trends in journals and proceedings from a large number of sources, a variety of text mining 

approaches and tools are used. These information sources are beneficial in the field of research and development. For 

academics, libraries are a valuable source of knowledge, and digital libraries are working to increase the value of their 

collections. It provides a revolutionary approach of arranging information in such a way that trillions of documents can 

be accessed online. It offers a revolutionary method of organising data and enables internet access to millions of 

documents. The Green-stone international digital library, which supports several languages and multilingual interfaces, 

offers a flexible way for extracting documents in a variety of formats, including Microsoft Word, PDF, Postscript, HTML, 

and others. E-mail communications and programming languages [11]. Along with text documents, it also allows 

document extraction in the form of audiovisual and image formats. Various operations are conducted in the text mining 

process, such as document selection, enrichment, extracting information, handling entities among documents, and 

generating instinctive co-referencing and summarising [25]. Text mining tools such as GATE, Net Owl, and Aylien are 

extensively employed in digital libraries. 

 

B. ACADEMIC AND RESEARCH FIELD 

          Various text mining tools and approaches are employed in the field of education to examine educational trends in 

a certain region, student interest in a specific field, and employment ratios [24].Text mining is used in the research sector 

to identify and classify research papers and relevant content from many fields all in one location. The use of k-means 

clustering and other algorithms aids in the identification of relevant information's properties. Students' success in various 

disciplines can be accessible, as well as how different traits influence subject selection [11], [26]. 

 

C. LIFE SCIENCE 

         Patients' records, diseases, medicines, symptoms and treatments of diseases, and many other topics generate a vast 

volume of textual and numerical data in the life science and health care industries. Filtering out an acceptable and relevant 

literature from a massive biological collection to make a judgement is difficult [25]. Medical records contain a wide range 

of sophisticated, long, and technical terminology that makes knowledge discovery extremely challenging [27]. Text 

Mining methods in the biomedical area allow researchers to extract important data, associate it with other data, and infer 
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relationships between diseases, species, and genes. The use of proper text mining technologies in the medical field aids 

in evaluating the effectiveness of medical therapies by comparing different diseases, symptoms, and treatment courses 

[28]. Using diverse approaches, text mining is used in biomarker discovery, pharmaceutical industry, clinical trade 

analysis, preclinical safe toxicity investigations, patent competitive intelligence and landscaping, mapping of genes 

illnesses, and investigating targeted identifications [20]. 

 

D. SOCIAL MEDIA 

           For monitoring social media applications, text mining software packages are available to monitor and analyse plain 

text from the internet, such as news, blogs, and email. Text mining technologies aid in the identification and analysis of 

the amount of posts, likes, and followers on social media networks. This type of study demonstrates how individuals 

reacted to various articles, news, and how it propagated. It depicts the behaviour of people belonging to a given age group 

or community, with similarities and differences in their perspectives on the same topic [29], [30]. 

 

E. BUSINESS INTELLIGENCE 

          Text mining is an important part of business intelligence since it allows companies to study their consumers and 

competitors in order to make better decisions. It gives a better understanding of company and information on how to 

improve customer satisfaction and acquire competitive advantages [31]. Text mining systems such as IBM text analytics, 

Rapid miner, and GATE assist in making organisational decisions by generating warnings regarding excellent and bad 

performance, market transition, and remedial actions. It is also beneficial to the telecommunications industry, business 

and commerce applications, and customer chain management systems [32]. 

 

V. ISSUES IN TEXT MINNING FIELD 

Many challenges arise during the text mining process, affecting decision-making efficiency and efficacy. At the 

intermediate stage of text mining, complications can develop. Various rules and restrictions are set in the preprocessing 

stage to standardise the text and make the text mining process more efficient. There is a requirement to convert 

unstructured data into intermediate form before applying pattern analysis to the document, however the mining process 

has its own challenges at this stage. Due to changes in the text sequence, true themes or data might sometimes lose their 

significance [27]. Another significant issue is the multilingual text refinement reliance, which causes issues. There are 

only a few tools that handle many languages [33]. To accommodate multilingual text, various algorithms and techniques 

are utilised independently. Because Because many technologies do not support them, many significant documents remain 

outside the text mining process. These difficulties wreak havoc on the knowledge finding and decision-making processes. 

Because contemporary text mining algorithms and tools rarely support multilingual materials, real advantage is difficult 

to achieve [34]. 

        Domain knowledge integration is significant because it conducts specific operations on a corpus and achieves 

specific results. expected outcomes In this case, domain knowledge from which the document corpus will be extracted 

must be combined with computer capabilities from which the information will be obtained. Experts from many areas 

must collaborate to extract more effective, precise, and accurate outcomes, according to the field's requirements [22], 

[27]. The employment of synonyms, polysems, and antonyms in texts causes challenges (abstruseness) for text mining 

methods that combine the two. When a collection of documents is huge and comes from many fields with the same 

domain, categorising them can be tough. Abbreviations can have varied meanings depending on the situation [35]. 

Various granularity notions alter the context of text depending on the situation and domain expertise. There is a need to 

define field-specific rules that will be utilised as a standard in the field and can be included as a plug-in in text mining 

tools. Developing and deploying plug-ins in each field independently takes a lot of time and work. It will be necessary to 

have in-depth knowledge of the relevant area in order to design plug-ins [34], [36]. Natural languages have many 

complexities that cause problems with text refining methods and entity relationship recognition. Words with the same 

spelling but different meanings, such as fly. and fly. While one is a verb and the other is a noun, text mining technologies 

believe them to be similar. In the field of text mining, grammatical norms according to nature and context are still an 

unresolved question [36]. 

 

VI. CONCLUSION 

          The availability of a large volume of text-based data must be investigated in order to extract useful information. 

Text mining techniques are used to extract interesting and relevant information from enormous amounts of unstructured 

data in an effective and efficient manner. This paper gives a quick review of text mining approaches that can help improve 

the process. For predictive analysis, specific patterns and sequences are used to retrieve useful information by removing 

extraneous details. The correct techniques and tools, chosen and used according to the domain, make text mining simple 

and efficient. During the text mining process, key concerns and challenges such as domain knowledge integration, 

changing idea granularity, multilingual text refining, and natural language processing ambiguity develop. In future 

https://ijarcce.com/


IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 7.39Vol. 11, Issue 4, April 2022 

DOI:  10.17148/IJARCCE.2022.114199 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 1025 

 ISSN (O) 2278-1021, ISSN (P) 2319-5940  

studies, We shall concentrate our efforts on developing algorithms that will aid in the resolution of the difficulties raised 

in this paper. 
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