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Abstract: "What if we can bring our imagination into reality?" This is something this paper is trying to address 

with the help of image style transfer and CLIP. Image Style transfer is a technique used to take two images- a 

content image and a style reference image and blend them together so the output image looks like the content image, 

but “painted” in the style of the style reference image. As stated above, existing style transfer methods require 

reference style images to transfer texture information to content images. But what if one does not have a 

reference image but is still interested in transferring styles by just imagining them? To overcome the above issue, 

here we are using text-to-image embedding model of CLIP to perform text-driven image style transfer without the 

use of a style image as a reference. We also use a CNN Encoder-Decoder Model to capture the visual features of 

the content image and simultaneously stylize the image to obtain a realistic texture representation. Finally, the 

above model is deployed as a web application from which users can perform style transfer by uploading an 

image and specifying the desired styling with the help of a text description. 

 

Keywords: Style Transfer, CNN, CLIP, VGG, U-Net. 

 

1. INTRODUCTION 

 

Consider you have a portrait image of yourself and you wonder how would  it look like if Leonardo da Vinci had 

painted it like the Mona Lisa painting? or how does a scenic landscape photo- graph taken in summer would like if   

it was winter? We as humans are capable of accurately describing what we think or imagine through text. It is also 

possible to infer that the painting of Mona Lisa has a certain style to it (color, brushstroke etc.) and if this style 

was somehow transferred to our given image we would obtain the required image of our imagination. 

 

In this paper, we present an application that can learn to do the same: capturing special characteristics of a style 

through a text condition and figuring  out how these characteristics could be transferred into our given input image. 

This problem can be more broadly described as Image Style Transfer or Neural Style Transfer (NST). Image Style 

Transfer is a technique for blending two pictures-a content image and a style reference image-so that the output 

image appears like the content image but       is "painted" in the style of a reference style image[1]. 

 

Inspired by Convolutional Neural Networks (CNNs)[2] first proposed a technique where they make use of a pre- trained 

VGG network to transfer the style of an artwork to a content image. Here they make use of a style loss function 

which matches the Gram matrices of the content and style features, which has become the standard for NST. There 

has been further progress in the field with different type of style transfer[3] such as semantic style transfer[4][5][6], 

instance style transfer[7], portrait style transfer[8][9] etc. 

 

All the above style transfer have one crucial limitation which is the need for having two images - A content image 

and a style reference image. This becomes an issue when a user is unable to find a reference image to the 

liking of his imagination but is very capable  of expressing it via text. Hence this is the issue this project is trying 

to address  with the help of text driven image style transfer. 

 

There has been several different approaches towards this problem, but the use of pre-trained text-image embedding 

model to deliver the style information  of a text condition to the content image has found more success especially 

with recent release of Contrastive Language- Image Pretraining (CLIP) [10]. 

As shown in [11] this paper makes use of CNN to both simultaneously represent and stylize the content image which 

is then fed to CLIP which guides the CNN to stylize the image towards the style represented in the given text 

condition. 
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Finally, we propose a novel way to implement the trained model as a web application. It is imperative to implement 

deep learning model as a practical application such that users are able to use it and obtain the fruits gained from the 

modern research and to have a positive impact in society. There are various practical applications of NST such as 

photo editing, digital art, entertainment applications, home decor etc. [3]. 

Even with the recent hype behind Non-Fungible Tokens (NFTs) image style transfer has a wide-ranging application 

as artists can use it to augment their creative process for inspiration or produce different versions of a particular 

image in an instance. Hence producing a practical application performing Image Style Transfer by overcoming the 

limitations of existing applications which makes use of a reference image becomes an important problem with added 

social and monetary significance. 

 

2. RELATED WORK 

 

2.1 Style Transfer: 

There has been significant research in style transfer, which evidently started  with Gatys et al. [12] who first proposed   

a pixel-based optimization technique and started the field of Style transfer. Later on Gatys et al [2] again showed 

that CNNs can be used effectively along with  Gram matrix loss functions to perform Neural Style transfer. 

Later which, Ulyanov et al. [13] and Johnson et al. [14] introduced a per- style-per-model based technique where 

the results were very similar to [2] al-though Li and Wand [15] used a similar  technique but the results were less 

appealing compared to [14] and [13]. Li and Wand [15] uses MRF loss which is only more effective when 

the content and style are similar in shape and perspective, compared with Gram Loss. Whereas Johnso et al.  [14] 

uses content loss based on perceptual  similarity, which is now widely adopted. The primary limitation with these 

model is that each model can perform style transfer for one style. These above mentioned  methods can be classified 

as Instance       Normalization technique. 

 

There has also been a different class of approach which can be referred to as multi-style-per-model which is 

done in Dumoulin et al. [16] and Chen et al. [17] but the model size generally becomes larger with the increased 

number of learned styles. Li et al. [18] and Zhang and Dana [19] have fixed model size but there seems to be some 

interferences among different styles. Li et al [18] makes use of Mean-subtraction Gram loss which is the reason 

why the models have fixed size as it works by subtracting the mean of feature representations before computing 

Gram Loss. Zhang and Dana [19] instead make use of Multi-scale Gram loss which computes Gram loss over multi-

scale feature representation. These type of models can also be classified as Conditional Instance Normalization. 

Finally to overcome the above limitations of the two, Arbitrary-Style-Per- Model [3] is used where the primary idea  

is one-model for all, although the results  can be a tad bit less impressive compared to the gold standard, but it is a 

common trade-off in research between speed,  flexibility and  quality.   Some of the models implementing ASPM 

are Chen and Schmidt [20] but it does not combine enough style elements. Huang and Belongie [21] and Ghiasi 

et al. [22] are also a type of ASPM but are not effective in producing complex style patterns.  Whereas Li et al.   

[23] is not good at producing sharp details and fine strokes. These can also be classified as Adaptive Instance 

Normalization. 

 

Some other type of style transfer exists which are designed for various other specific instances such as Ruder et 

al[24] which is designed for video style transfer, Capable of maintaining temporal consistency among stylised video  

frames or Chen et al[17] which uses disparity loss and is specifically designed to perform stereoscopic style transfer 

and is capable of consistent strokes for different views. 

 

Whereas in more recent research in style transfer, it can be seen that Liu et al. [25] proposed adaptive attention 

normalization which is an improvement over SANet by Park et al. [26] which is an attention-based style transfer 

technique. Kotovenko et al. [27]  introduced a different way to perform style transfer where instead of optimizing 

pixels, he proposed to optimize parameters of modelled quadratic Bezier curvers. Hong et al. [28] also introduced a 

new approach where the model transfers the domain aware information along with style. 

 

Despite these methods showing impressive results all of them have one issue in common which is the need for a reference 

style image to perform image style transfer. 

 

2.2 Text Guided Synthesis: 

 

The key break-through required for text- guided image style transfer is given by CLIP [10] which is a powerful 

model for joint image-text representation. It is trained on more than 400 million image- text pairs, both image-text 

pairs are brought into a latent vector space by contrastive learning. The representation learned by clip can be used 
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for a variety of task including image manipulation by [29][30] and image synthesis [30]. 

Specifically using CLIP, StyleCLIP[31] made use of the ever-famous generative adversarial network  

StyleGAN[32] to perform attribute  manipulation             of portrait images as the domain of Style- GAN [32] specifically 

lies in generating portrait images. As mentioned, it can only manipulate images based on the trained domain, it 

becomes a significant limitation of this model as it    is not general enough. As an improvement, StyleGAN-NADA[9] 

proposed a novel method to manipulate attributes based on text-condition using CLIP. But it still suffers with the 

same limitation that it depends on the domain the pre- trained generative model is trained in. 

Very recently, Kwon et al. introduced CLIPStyler [11] which overcomes the above limitation as instead of using a 

pre-trained generative adversarial network, they instead rely on the CNNs to both obtain the higher-level features 

of an image and also manipulate the image simultaneously. Because of this, style transfer can happen regardless of 

the domain of input images. Hence making the model more general than the rest. 

But the limitation with CLIP- Styler[11] is that although there is a trained model capable of performing style transfer 

it is not implemented practically as a web application. by which users might be able to perform image style transfer 

and bring their imagination into reality, this is one thing this paper is trying to fix by introducing a web application 

where the model is deployed. 

 

3. METHOD 

 

3.1 A General Overflow of Our Application: 

 

The basic workflow of application first starts with by getting input for text condition and source image from the 

user. 

 

Next, we assign certain fixed a training value for our model such as crop size, loss values, etc. Also, we create and 

assign our CNN model comprising of U- Net architecture with five convolutional layers, after which we assign adam 

optimizer to our CNN. We then assign two texts to our CLIP model - style text, which represents the input text 

obtained from user and source text (eg: a photo) which are then fed to CLIP to obtain contrastive value score. 

 

Next, the actual training of model be- gins where first we invoke our CNN U- Net Architecture with VGG model 

using sigmoid function. After which we perform random cropping on the given image along with perspective 

augmentation then we calculate the image features using clip. Then next we start calculating all the loss functions 

for our model which includes 

1. Directional clip loss [9] 

2. Patch clip loss function [11] 

3. Content loss function 

4. Total Variational Regularizational  loss 

 

All of this is combined to obtain total loss function. Finally, for each of these iterations, we update our loss function 

and pass it to a CNN and this is re- peated for N-epochs. The overall architecture of the application is given in figure 

1. 

 

3.2 CNN Model: 

 

A Convolutional Neural Network model  is helpful in capturing the hierarchical visual features of the content image 

[2] An encoder-decoder model of CNN is used to both capture features and simultaneously stylize the image [11]. 

The  Convolutional Neural Network is a deep learning model built using pytorch from a pre-trained vgg-19 model 

and the CNN model follows U-Net Architecture with 5 convolutional layers, Sigmoid Activation function is used 

for our model along with Adam optimizer. 

 

3.3 CLIP Loss Functions: 

 

This module consists of CLIP and the rest of the functions required for image style transfer. CLIP (Contrastive 

Language-Image Pre-Training) is a neural network trained on a variety of (image, text) pairs(400 Million), it was 

released by OpenAI [10]. 
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Figure 1: Overall architecture of application 

 

First the output image from our CNN model is patch-wise randomly cropped and perspective augmentation is 

applied  to each of the image to increase diversity. This image is sent as input to our Patchwise CLIP loss function. 

The total loss function consists of the following- 

 

3.3.1 Directional CLIP loss to modulate the whole part of the content image (e.g. color tone, global semantics) 

 

ΔT =  ET (tsty)  −  ET (tsrc) 

        ΔI =  EI (f (Ic))  −  EI (Ic) 

𝐿𝑑𝑖𝑟 =  
∆I. ∆T

|∆I||∆T|
 

 

where EI and ET are CLIP’s im- age and text encoders, respectively, and tsty, tsrc are the semantic text of the style 

target and the input con- tent. When we utilise natural photos for content, we simply set tsrc to "Photo." 

 

3.3.2 PatchCLIP loss for local texture stylization. As shown in CLIPStyler[11] solely using directional loss has 

decreased output quality, hence this loss function is added to improve the stylization output produced. In this step 

random cropping of a fixed size and perspective augmentation is done. 

Δ𝑇 = 𝐸𝑇(𝑡𝑠𝑡𝑦) − 𝐸𝑇(𝑡𝑠𝑟𝑐) 

     ΔI =  EI(aug (Î
𝑖

𝑐𝑠
) −  EI (Ic)  

𝑙𝑝𝑎𝑡𝑐ℎ 
𝑖 =  1 −

∆I. ∆T

|∆I||∆T|
 

      𝐿𝑝𝑎𝑡𝑐ℎ =  
1

𝑛
 ∑ 𝑅 

𝑁

𝑖
( 𝑙𝑝𝑎𝑡𝑐ℎ 

𝑖 , τ ) 

Where Î 𝐢𝐬 𝐭𝐡𝐞 𝐢 − 𝐭𝐡 𝐜𝐫𝐨𝐩𝐩𝐞𝐝 𝐩𝐚𝐭𝐜𝐡 from the output image, aug is random perspective augmentation, and 

R( 𝑙𝑝𝑎𝑡𝑐ℎ 
𝑖 , τ )is the threshold function. 

 

3.3.3 Content loss As shown in [11] to maintain the content information of  input image, we include the content  

loss Lc by calculating the mean- square error between the features of the content and output images extracted from 

the pre-trained VGG- 19 networks similar to the existing work by Gatys et al[2]. 

 

3.3.4 Total Variation Regularization loss to alleviate the side artifacts from irregular pixels Ltv as shown in [11]. 
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Finally, now our total loss function be- comes: 

Ltotal = λdLdir + λpLpatch + λcLc + λtvLtv 

For each iteration our loss function is updated and passed to CNN to guide the stylization in the right direction. 

 

3.4 Web Application: 

The web application is the part which can be used by the user to perform Image style transfer.  It can be split into 

two parts. 

 

3.4.1 Front End 

This effort shows the graphics to the end user so that one person may have an easy-to-use experience with 

the plat form. Front-end development is becoming increasingly crucial since a solid user interface makes it easier to 

connect with  the online platform. Front-end development might be more difficult at times since sophisticated design 

takes a long time. 

Here we use HTML, CSS and JavaScript    to   build   the   front   end of our application. The web page can be 

divided into two image elements, where the first element is used to obtain input from the user and the second 

element displays the output to the user. There’s a text element where the user enters the text condition of his desired 

styling, after which there is a button element named "transfer" upon clicking which, the image is sent to our model 

and style transfer takes place. 

 

3.4.2 Back End 

Since in this application it is required to deploy our trained deep learning model locally, there is a need to use back-

end in our web application. This part hosts the trained deep learning model of our web application and is built using 

the python flask framework. It has been seen that  it is much easier to host a deep learning via flask than any other 

framework and hence, it was chosen. 

Once we build and deploy our model locally with the flask framework there are other options to deploy our deep 

learning model such as one of cloud plat- forms eg: AWS,Azure,GCP but due to the limited budget constraints and 

no  free tier offer for the usage of GPU in cloud platforms, we stick with deploying our model locally. It obtains 

the input image and text condition from user as a POST request, image is saved and text is stored in a variable, both 

image and text  is passed as input to our model, Image is  preprocessed and then fed to the model for the given inputs 

and the output image is stored which is then retrieved and shown in the front-end of our application. 

 

4. IMPLEMENTATION 

 

This section describes the implementation details of the project. 

4.1 Network Architecture: 

We adopt the pre-trained VGG-19 model as the feature extractor. It follows the lightweight U-net [33] architecture 

which contains three downsample and three upsample layers,  the  channel sizes for each downsample layer are 

16,32 and 64 respectfully. Similar to [2] we use features of layer conv4_2 and conv5_2 for content loss. We use 

sigmoid function for the last layer, so that the pixel value range is between [0,1]. To train the network, we use 

Adam optimizer [34] with a learning rate of 5 x 10−4. The total training iterations can be modified and is set 

to 50 by default (for fast output). 

 

4.2 Training Details: 

Considering   the   resource   capacity we use 512 x 512 resolution for  all content images. For training we use λd, 

λp, λc and λtv as 5 x 102, 9 x 103, 150 and 2 x 10−3respectively and  threshold rejection we set τ = 0.7. 

For patch cropping, we use patch size 128 x 128 as it shows best perceptual quality. The total number of cropped 

patches is set as n = 64. Perspective augmentation is performed using function given in Pytorch library. 

With regards to text condition, we make use of prompt engineering technique as specified by [35]. Specifically, We 

generate a number of text with the same meaning and feed them into the text encoder. The averaged embedding is 

then used instead of the original single text conditions. Finally we apply contrast enhancement techniques in-order  

to deliver more visually pleasable images. 

 

5. RESULTS 

 

We begin by showcasing the results obtained by our model for various different images and input text conditions, 

as shown in figure 2. In the result image, we can do style transfer for a wide variety of styles including artistic and 

various other texture changes. It is possible to adjust not only the texture style but also the specific requirements of 

each style. For example, we can alter the color and also the texture style using text conditions such as "gold 
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sandpaper" and "winter season". 

 

 
 

Figure 3: Web application for our model 

 

The model is deployed as a web application and we see the results obtained in figure 3. 

 

5.1 Comparison with text-guided manipulation models: 

Figure 4 shows the comparison with various other text-guided manipulation models. We make use of StyleNADA 

[9] and StyleCLIP [31] these are state-of- the-art CLIP models. The models are trained in human faces, hence we 

perform a comparison using celebrity images. 

As seen below the models only work well on the dataset domain they are trained in (Celeb-A dataset). With 

regards to StyleCLIP it only performs editing features of the given image such as "bowl haircut" etc. The model is 

very weak with regards to input text condition as well.  As for StyleGAN-NADA, it can only work on pre-defined 

input text conditions, all the text conditions used were of the given text conditions the model was already pre-

trained with, hence this model is also not capable of arbitrary style transfer with any text condition like our model. 

 

                                                          Figure 4. Comparison Of Models 
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Figure 2: Example images generated by model for various input texts 

 

5.2 Ablation Studies: 

Ablation study is used to compare the necessity of each component in a model. Figure 5 shows the results of ablation 

study. When using all components, we can see that we get the best results. When removing Ldir we can see that 

some artifacts are produced and does not go well with the whole image overall. When we remove threshold rejection, 

we  can see that the image is over-stylized in all patches and the result is abysmal. When we remove Lpatch we can 

see that there is little effect to the texture of our image and only the color of the image is        primarily impacted. 

 
Figure 5: Ablation study comparison 

 

6. CONCLUSION 

 

We introduce a deep-learning approach that faithfully transfers style from a given text condition, without the use 

of a style reference image for a wide variety  of image content. We make use of CLIP and various other loss functions 

to produce state-of-the-art image style transfer results with only text condition. The model is then deployed as a 

web application using flask framework, by which users can make use of state-of-the-art deep learning models with 

ease. 
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