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Abstract:  Machine Learning is a category of algorithms that allows software applications to become more accurate in 

predicting outcomes without being explicitly programmed. The basic premise of machine learning is to build models and 

employ algorithms that can receive input data and use statistical analysis to predict an output while updating outputs as 

new data becomes available. These models can be applied in different areas and trained to match the expectations of 

management so that accurate steps can be taken to achieve the organization’s target.The object of this research paper is 

to create a project that can be used predict calories burnt using Machine Learning with Python. Xgboost Regression model 

is used in this project. 

 

INTRODUCTION 

 

The carbohydrates are broken into glucose and converted into energy using oxygen. The muscles that are doing exercise 

need more oxygen and as the body requires more oxygen the heart beat will increase a lot, so increased heart beat means 

increased blood flow which in turn will give more oxygen to the muscle which is used to break those glucose molecules 

, so the energy from these glucose molecules is used and when it is used only a part is used and rest is converted into heat 

, so body temperature would increase and our body will sweat, so the parameters which we would be taking into 

consideration for input are :- Duration for which the exercise is done, Average heart beat per minute, Body temperature, 

Height , weight and gender of the person . 

All these would be used to create a prediction model also for calories burnt. 

 

TECHNOLOGY USED 

 

Xgboost Regressor: 

Xgboost regressor has two parameters lambda(λ) which denotes Regulation parameter , more the regulator parameter 

more is the tuning of the decision tree and the other parameter is gamma(γ) which is threshold. 

 

If Similarity Weight(SM) =Σ(Residue)^2/(No of Residues + λ) 

Than Gain = Similarity Weight(left decision tree) + Similarity Weight(right decision tree) –  

 

Similarity Weight(root). 

If(Gain > γ) than decision tree bifurcation takes place for further levels else not takes place, this makes the xgboost 

algorithm efficient as compared to others. 

 

Following are the features of support vector machine 

 

● It is the most famous algorithm of xgboost. 

● Tianqi-Chan was the founder of xgboost. 

● It is platform free. 

● It is integrable with multiple systems. 

● Xgboost has high speed of processing. 

● Xgboost uses parallelization, uses maximum available computational power of the system. 

● Xgboost keeps all intermediate calculations in cache so that we don’t have to do the same calculation again and 

again. 

● If we have data such that size of our data is more than the size of the memory than xgboost optimized data can 

work on data greater than the size of the RAM. 
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Linear Regression 

Linear regression is a linear model, e.g. a model that assumes a linear relationship between the input variables (x) and the 

single output variable (y).  

More specifically, that y can be calculated from a linear combination of the input variables (x). When there is a single 

input variable (x), the method is referred to as simple linear regression. When there are multiple input variables, literature 

from statistics often refers to the method as multiple linear regression.  

A linear regression line has an equation of the form Y = a + bX, where X is the explanatory variable and Y is the dependent 

variable. The slope of the line is b, and a is the intercept (the value of y when x = 0). 

 

Logistic Regression 

Logistic regression is a process of modeling the probability of a discrete outcome given an input variable. 

Logistic regression is a useful analysis method for classification problems,  where you are trying to determine if a 

new sample fits best into a category. 

Logistic regression, despite its name, is a classification model rather than regression model. 

 

 

 

 

 

 

 

Lasso Regression 

Lasso regression is a type of linear regression that uses shrinkage. Shrinkage is where data values are shrunk towards a 

central point, like the mean. The lasso procedure encourages simple, sparse models (i.e. models with fewer parameters). 

This particular type of regression is well-suited for models showing high levels of muticollinearity or when you want to 

automate certain parts of model selection, like variable selection/parameter elimination. 

Lasso solutions are quadratic programming problems, which are best solved with software  (like Matlab). The goal of the 

algorithm is to minimize: 

 

 

 

 

 

 

 Which is the same as minimizing the sum of 

squares with constraint Σ |Bj≤ s (Σ= summation notation). Some of the βs are shrunk to exactly zero, resulting in 

  a regression model that’s easier to interpret.    

 

Gradient Descent 

 

●  Gradient Descent is an optimization algorithm used for minimizing the loss function in various machine 

learning algorithms. It is used for updating the parameters of the learning model. 

● w = w - α*dw 

● b = b - α*db 

 

METHODOLOGY 

 

● The project starts with importing numpy, pandas, matplotlib, pylot, sns ,xgboost regressor and other libraries. 

● The data is analysed that the heart rate and body temperature would be more when the person is doing exercise. 

● The data is than visualized using distribution graphs and sns library is used to give grid lines during plot. We 

will find the distribution of  density v/s age, distribution of density v/s height and many more. 

● Than we will find the correlation in the dataset by constructing heat map. 

● Than we will train the model using xgboost regressor . 

● Evaluate the model based on test data and compare the data with original value and find the mean absolute error. 

● Than we will make a prediction model on training data , built a predictive system based on which we can predict 

output from a single input. 
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Steps For Linear Regression:- 

● Than we will train the model using Linear Regressor . 

● Evaluate the model based on test data and compare the data with original value and find the mean absolute error 

and R square value. 

● Than we will make a prediction model on training data , built a predictive system based on which we can predict 

output from a single input. 

 

Steps For Logistic Regression:- 

● Than we will train the model using Logistic Regressor . 

● Evaluate the model based on test data and compare the data with original value and find the mean absolute error 

and R square value. 

● Than we will make a prediction model on training data , built a predictive system based on which we can predict 

output from a single input. 

 

Steps For Lasso Regression:- 

 

● Load the required modules and libraries 

● Load and analyse the dataset given in the problem statement 

● Create training and test dataset 

● Build the model and find predictions for the test dataset 

● Evaluate the lasso model 

 

RESULTS 

                                                                                                 

Finding distribution of height column                          

Data Visualization  :- find distribution of gender column for example how many males in this data point and how 

many females in this data point in count-plot 

training the model with X_train, my xgboost regressor will learn from the model automatically 

prediction on training data 
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compare the values predicted by our model with the original values, the original values are the ytest 

building the predictive system based on input training my model with lasso regression        
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Model fitting for lasso regression    

 

 

 

 

                   

        

 

 

 

finding the mean absolute error for lasso regression. 

 

 

 

 

      

 

finding the mean absolute error for logistic regression.  

 

  

          

         

          

      

 

 

 

Training model with linear regression, fitting the  model and finding mean absolute error. 
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CONCLUSION 

 

In this paper, we described xgboost algorithm, linear     regression, logistic regression and lasso regression and how they 

can be used to implement a algorithm for finding the concrete calories burnt which depend  on a number of factors. We 

trained our model than     found our output on test data and ultimately found the   mean absolute error so as to see the 

accuracy of our  model. Finally we created a real time predictive model, which could be used to find output from given  

inputs. As per our conclusion xgboost regressor is the  best model than can be used in this prediction. to machine learning. 

Cambridge  
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